
Eurographics Workshop on Visual Computing for Biology and Medicine (2016)
S. Bruckner, B. Preim, and A. Vilanova (Editors)

A framework for fast initial exploration of PC-MRI cardiac flow

A.J.M. Broos1, N.H.L.C. de Hoon2, P.J.H. de Koning3, R.J. van der Geest3, A. Vilanova2 and A.C. Jalba1

1Computer Science and Mathematics, Eindhoven University of Technology, The Netherlands
2Electrical Engineering, Mathematics and Computer Science, Delft University of Technology, The Netherlands

3Department of Radiology, Leiden University Medical Center, The Netherlands

Abstract
Cardiac flow is still not fully understood, and is currently an active research topic. Using phase-contrast magnetic resonance
imaging (PC-MRI) blood flow can be measured. For the inspection of such flow, researchers often rely on methods that require
additional scans produced by different imaging modalities to provide context. This requires labor-intensive registration and
often manual segmentation before any exploration of the data is performed. This work provides a framework that allows for
a quick exploration of cardiac flow without the need of additional imaging and time-consuming segmentation. To achieve this,
only the 4D data from one PC-MRI scan is used. A context visualization is derived automatically from the data, and provides
context for the flow. Instead of relying on segmentation to deliver an accurate context, the heart’s ventricles are approximated
by half-ellipsoids that can be placed with minimal user interaction. Furthermore, seeding positions for flow visualization can
be placed automatically in areas of interest defined by the user and based on derived flow features. The framework enables a
user to do a fast initial exploration of cardiac flow, as is demonstrated by a use case and a user study involving cardiac blood
flow researchers.

Categories and Subject Descriptors (according to ACM CCS): I.3.8 [Computer Graphics]: Applications—4D PC-MRI Blood-Flow
I.4.9 [Computer Graphics]: Picture/Image Generation—Image Processing and Computer Vision I.3.3 [Computer Graphics]:
Picture/Image Generation—Line and Curve Generation

1. Introduction

Cardiovascular diseases (CVDs) have the highest world-wide mor-
tality rates [Mea15]. It is known that changes in anatomy have
influence on the blood flow and, furthermore, haemodynamics af-
fects the cardiovascular anatomy [HBB∗10, MFK∗12]. The blood
flow of an individual, therefore, is an important factor in gaining
insight in both the occurrence and progression of CVDs. However,
blood flow within the heart is still not fully understood, and re-
mains a large research topic. Modern imaging techniques, such as
Doppler ultra-sound and phase contrast magnetic resonance imag-
ing (PC-MRI), can be used to acquire the velocity of the blood flow.
Of these techniques, 4D PC-MRI provides the most complete volu-
metric velocity data over time. For the inspection of the flow, being
able to select areas of interest is important to avoid occlusion and
clutter. Furthermore, certain flow patterns, such as vortices, are of
great interest to researchers of cardiac blood flow [EvdGC∗16].
However, without a targeted selection of interesting areas to ex-
plore, targeted placement of seed points for the flow visualization,
vortices or other flow phenomena are occluded and can be easily
overlooked. To this end a 2D slice of the 3D morphology is of-
ten shown to provide context for the flow visualization given by
the measurements. While 3D context visualizations for blood flow
exist, they are mainly focused on vessels. These vessels do not

change their shape much, and flow within them often has a clear
general direction. The heart on the other hand, has a more dynamic
shape over time, furthermore, the flow is highly turbulent. There-
fore, a segmentation of the heart provides anatomical context, and
allows visualization of the flow from and to a segments also en-
abling quantitative inspection. Creating such a segmentation, how-
ever, is often done manually and is a tedious and time-consuming
process. While some insight might be gained into the morphology
of the heart by using the signal magnitude or the temporal magni-
tude intensity projection of the PC-MRI measurements, other types
of imaging techniques can provide a much higher resolution and
contrast. However, registration is needed to align the data, since the
scans are made at different points in time and possibly by different
scanners. Furthermore, for a fast and initial exploration of the data,
an initial visualization that does not require tedious segmentation
would be beneficial.

This work investigates the possibilities for exploration of 4D car-
diac flow PC-MRI data without resorting to time-consuming pre-
processing or manual labor. A framework is presented providing
an interaction and visualization strategy to obtain a complete visu-
alization of the cardiac blood flow based on a single 4D PC-MRI
data set. The data consists of time-resolved magnitude and three di-
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rectional velocity data. More details on the acquisition of PC-MRI
and its applications are given by Markl et al. [MFK∗12].

In summary, the contributions of this paper are:

• Investigation and proposal of context visualization without the
need of additional imaging or tedious segmentation.
• An intuitive interactive selection of the areas of interest.
• A feature-based seeding for cardiac flow visualization.
• A user study to evaluate the different aspects of the framework

2. Related work

Multiple frameworks for the exploration of PC-MRI data exist
[KBvP∗16]. However, these focus mainly on the exploration of vas-
cular flow instead of flow in the heart. Our work can be divided in
the following parts: context visualization, ventricle approximation
and selection of areas of interest based on features are used.

2.1. Context visualization

Anatomical context visualization provides the user an anatomical
reference for the flow visualization. Many different approaches
for such a visualization exist. The dataset can be shown on the
background or a plane in a 3D visualization [GZM97, SAG∗14].
Another approach is to extract surfaces from the data and render
those for anatomical context visualization [GNBP11, vPBB∗10].
These surfaces can come from manual segmentation, automatic
segmentation [SV97,CNC∗10], or user-guided automatic segmen-
tation [YPH∗06]. For these segmentations to work well, much
higher quality anatomical data compared to the available magni-
tude obtained from the PC-MRI data must be used. Kohlmann et al.
[KBKG07] made a framework that automatically creates a volume
rendered view, based on what the user marked as areas of interest
on a 2D slice. Illustrative techniques can be used to emphasize the
focus of your visualization, and abstract from unnecessary details
[BCP∗12]. Using few colors in the shading of the context visu-
alization can make it less distracting while still providing enough
perception of its structure [vPBB∗10]. Contour lines can be used
to emphasize this structure even more [KWTM03]. Bruckner et al.
[BG07] created transfer functions that interpolate between differ-
ent illustrative styles, called lit sphere maps [SMGG01], instead
of colors. Clipping of the volume rendering is usually done using
planes or boxes, but other voxelized clipping volumes have been
used as well [WEE02] making it a viable candidate for our goal.

2.2. Ventricle approximation

The ventricles are often an area of interest when inspecting car-
diac flow. While many different methods for automatic segmen-
tation of the ventricles exist [HGL∗14, LGW06, CNN∗08], all of
them require higher quality anatomical data to be available. Pelt et
al. [vPBB∗11] developed a virtual probe that can be placed man-
ually or fitted to a vessel, defining a volume of interest where we
want to inspect flow. This probe is intended for vessels and the fit-
ting requires laminar flow. The probe’s shape is a truncated cone,
which fits the tubular structure of vessels well. For the left ventri-
cle however, a half-ellipsoid shape provides a better approximation
[KNC∗05].

Right ventricle Left ventricle

Right atrium

Left atrium

Pulmonary artery

Aorta

Pulmonary veins

Inferior vena cava

Superior vena cava

Pulmonary veins

Figure 1: Anatomy of the human heart. Red indicates oxygenated
blood, while blue indicates oxygen-poor blood. The arrows show
the flow direction.

2.3. Feature-based flow visualization

Features can be derived from the flow, which can provide more
information or indicate interesting flow patterns. One flow pattern
that has received much attention in cardiac flow is the vortex. Dif-
ferent approaches to identify them exist, partly due to the existence
of many different definitions of a vortex [JH95,Hal05,vPFCV14].
Research has gone into the tracking of features over time as well.
Features arise, change and fade over time in unsteady flow fields.
These moments of creation and destruction, as well as the area
encompassed by the feature at each timestep in between, can be
visualized on a timeline [PVH∗03, MM09]. Both Stalling et al.
[SZH97] and Doleisch et al. [DGH03] worked on visualization
based on features. Their approaches are based on a feature defini-
tion provided by the user to define their own features, these features
can then be used to define seeding areas for the flow visualization.
Whereas we support the combination of 1D features, they allow for
higher dimensional data, at the price of a more complex system.
Our framework allows the user to guide the seeding process based
on features.

3. Medical background

In this section, a brief summary on the anatomy of the heart is
given. Figure 1 schematically shows the anatomy of the human
heart and the general flow directions. The heart is separated into a
left and a right side by a muscle called the septum. At the top there
are two atria, and at the bottom, the ventricles are located. When
the atria contract, the blood inside is pushed through the valves and
fills up the ventricles. Here, the tricuspid and mitral valves serve
as one-way doors: blood should not flow back in when the right
and left ventricle respectively when they contract. Then, when the
ventricles contract, blood is pushed through the pulmonary valve
into the lungs and through the aortic valve into the rest of the body.
These valves serve as one-way doors as well.

Arteries have blood flowing away from the heart, while veins
have blood flowing towards the heart. When no distinction is made,
veins and arteries are usually called blood vessels. The pulmonary
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artery leads oxygen-poor blood to the lungs, whereas the pul-
monary veins lead oxygen-rich blood from the lungs back into the
heart. The aorta is an artery that leads oxygen-rich blood to the
body, while the inferior and superior vena cava lead oxygen-poor
blood back into the heart.

An efficient blood flow is essential, since the main task of the
heart is to provide oxygenated blood to the rest of the body. For
example, the blood can, in case of a so-called mitral valve regur-
gitation, flow back from the left ventricle into the left atrium. This
leakage can increase blood volume and pressure in the left atrium
and the pulmonary veins. In severe cases, the heart can be enlarged
to provide flow of blood in the aorta, potentially causing heart fail-
ure. Furthermore, the increased pressure in the left atrium and the
pulmonary veins can result in congestion (or fluid build-up) in the
lungs.

4. Context visualization

In this Section, we introduce the anatomical context visualization.
The aim is to provide insight into the anatomical relation of the
flow, without being too distracting. Two options are available for
the basis of the context visualization: the so-called t-MIP or the
magnitude data (PCA-M) of the PC-MRI measurement. The tem-
poral maximum intensity projection of the flow speed (t-MIP) con-
tains for each voxel the maximum speed it reaches over time.

Existing straightforward 3D visualizations, such as surface or
volume rendering do not work well when using the magnitude data
of the PC-MRI measurement as a basis for anatomical context due
to the challenging data, as shown in Figure 2 left. Note that both
the resolution and contrast are low, resulting in less then ideal visu-
alization of the anatomy.

Often, slices of anatomical data are used as context for flow vi-
sualization. However, the heart is not two-dimensional. It takes ex-
perience and time to comprehend how such a slice corresponds to
the three-dimensional anatomical data.

Another approach is to define an iso-surface based on the t-MIP,
it can then be used to render an iso-surface using, for example,
marching cubes [vPBB∗10]. Using clipping techniques, for exam-
ple only showing the back faces, or drawing the flow on top of the
rendering, this approach can provide a good context when inspect-
ing vessels. However, by using the t-MIP the anatomy changes over
time are lost, which for the dynamic morphology of the heart is less
suitable compared to the more static vessels. Furthermore, the flow
speed is relatively low in the ventricles and atria, resulting in low
contrast for the t-MIP dataset.

Illustrative techniques provide means to emphasize shape and
take the focus away from unnecessary details. In this work, volume
rendering is taken as a base and several techniques are implemented
to improve the anatomical context visualization. Slice visualiza-
tions such as multiplanar reformat (MPR) and view-orthogonal
plane visualizations are available to provide a higher level of de-
tail.

Our goal is to obtain a s much high quality context as possible
given the PC-MRI data.

Figure 2: Context visualizations using the magnitude data of the
PC-MRI measurement. From left to right: a single slice, an iso-
surface and a volume rendering.

4.1. Illustrative transparency

The context visualization should not occlude the flow visualiza-
tion, therefore, the volume rendering should not be fully opaque.
When uniformly decreasing the opacity of the context visualiza-
tion, it can become hard to perceive the morphology. Instead, il-
lustrative transparency [BG07] is implemented as it emphases the
contours, making the rest of the context more transparent. Contours
are view-dependent, that is, they represent the edges of structures
from our point of view. See Figure 3 for an example of illustrative
transparency, note that for illustration purposes we are using the
t-MIP and therefore just the main vessels are visible.

The illustrative transparency is computed for a given scalar field
I. The gradient vector field ~G = ∇I is calculated, allowing us to
look up the gradient ~g for a position within the field. We define a
surface to be on the contour when it faces a direction somewhat
perpendicular to our view direction~v. The direction a sample faces,
i.e. the normal of a sample, is determined by the gradient ~g at that
point:~n =~g/||~g||. Then, the contour variable c is defined as

c = max(0,~n ·~v− k), (1)

where k is a limit for the angle between ~n and~v, based on the cur-
vature at the sample point. When c = 0 for a sample, that sample is
on the contour, otherwise c has a positive value.

Contours are regulated based on the normal curvature along the
view direction [KWTM03,BG07]. The normal curvature along the
view direction was approximated by taking the angle between the
normals of two subsequent sampling points along a sampling ray.
Along the sampling ray ~v, two points p0 and p1 are sampled sub-
sequently that have normals~n0 and~n1. The angle α between those
normals is used to approximate the curvature at p1. We can now
define the limit k as done by Kindlmann et al. [KWTM03] from
Equation 1 using:

a =
cos(α)

s
, (2)

k =
√

w ·a · (2−w ·a), (3)

where a is the approximation of the normal curvature, with s being
the distance between p0 and p1. Then, k is the limit for contours de-
fined by Bruckner et al. [BG07], where w is a parameter to control
the width of the contours.

As described earlier, normals are given by the gradient of in-
put data I. But in homogeneous regions, neighboring gradients can
have very strong variations in direction, while their magnitudes are
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Figure 3: Flow from the left ventricle into aorta during systole.
Context visualization using the t-MIP dataset with illustrative trans-
parency increasing from top-left to bottom-right.

Figure 4: Examples of lit sphere maps (LSM). The pink LSM (left)
was drawn by hand and the dotted one (right) was generated.

all very low. To combat the effect of the varying normals in ho-
mogeneous regions on c, a measure h for homogeneity is defined
as:

h = 1− ||~g||
||gmax||

(4)

where gmax is the highest magnitude gradient found in the dataset.

Now, the transparency at a sample point ps is defined such that it
has a higher value for samples further away from the contour, i.e.,

ps = p0.5+ch
t f , (5)

where pt f is the sample’s transparency value determined by the
transfer function. The constant exponent of 0.5 was determined em-
pirically [BG07]. Now by increasing the transparency in the trans-
fer function for our context visualization, we can emphasize con-
tours and therefore the morphology’s structure, as shown in Figure
3. Note that only vessels can be visualized, moreover, the low reso-
lution and contrast of the magnitude data makes it less usable there.

4.2. Lit sphere maps

Lit sphere maps (LSM) [SMGG01] are textures that define a light-
ing and coloring style on a sphere, as shown in Figure 4. Providing
an easy and effective way to generate illustrative renderings. The
normal of every sample is projected onto a plane orthogonal to the
view direction. When placing the center of the LSM at the base of
the normal vector, the end of the vector projects onto a pixel in the
LSM. This pixel determines the color of the sample. This enables
different illustrative styles for the context visualization. In Figure 5,

Figure 5: Context rendered with different lit sphere maps (LSM).
Top row, from left to right: flat pink, dotted, bottom row, from left to
right: muscle and bone. The muscle and bone-like LSMs are based
on Bruckner et al. [BG07].

different LSMs are applied. Due to their abstract nature, the LSMs
provide a context visualization without distracting the user from the
flow.

We propose to generate a dotted lit sphere map as follows. A
uniform distributed random sample u ∈ [0,2π] is taken. Another
sample w is taken from an exponential distribution with probability
density function f (a) = λeλa, where a ∈ [0,∞). We then calcu-
late positions of black pixels (x,y) ∈ [−1,1]× [−1,1] such that the
angle is uniformly distributed and the radius exponentially:

r = 1−w (6)

x = r · cos(u) (7)

y = r · sin(u) (8)

Note that if w exceeds 1, another sample is drawn. This process is
repeated N times, with N being the number of pixels in the image.
Using the above technique ensures more black pixels will be at the
border of the disk, resulting in an emphasis of the contour. For the
dotted image in Figures 4 and 5 the image size is 512× 512 and
λ = 8.

4.3. Depth enhancement

The above illustrative volume rendering techniques do not encode
the depth, making it difficult to discern spatial relations. For this
purpose, two techniques were implemented, depth-based tone ma-
nipulation and depth-based transparency manipulation.

Depth-based tone manipulation uses color to give samples at the
start of the ray a warmer color, while giving samples at the end of
the ray a cooler color. The depth cue comes from the perception that
cool colors recede while warm colors advance [GGSC98, LM02].
Here, a tone from yellow (warm) to blue (cool) is used to map from
near to far, respectively.

Depth-based transparency changes transparency based on depth.
We found that the transparency at a sample point pt defined by
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Figure 6: Comparison of context visualization using different
depth-based manipulations.

pt = pt f ·
√

d works well. Here, d ∈ [0,1] is the depth, and pt f is the
sample’s transparency value determined by the transfer function.

Combining both depth encodings does not bring much improve-
ment since the transparency manipulation reduces the effect of the
cooler colors in the back. Figure 6 shows the two methods used in
combination with a a volume rendering of the heart. We have gen-
erated several context visualizations based on t-MIP or PC-MRI
magnitude data to investigate the use of this information as con-
text. In Section 7 an evaluation is made to see whether and how
these context visualizations can be used.

5. Ventricle approximation

Seed points are often needed for flow visualization techniques, e.g.,
pathlines and particles. Placing such points manually is tedious and
time-consuming. Therefore, seeding regions are commonly defined
wherein seed points are automatically generated.

A key observation by Kovalova et al. [KNC∗05] is that the ven-
tricles can be approximated by half ellipsoids; i.e., the left ventricle
has a shape similar to half of an ellipsoid, while the right ventri-
cle is wrapped around it, as seen in Figure 7. Here, LVE stands for
the set of voxels inside the left ventricle ellipsoid and RVE stands
for the set of voxels inside right ventricle ellipsoid. The ventricles
will be modeled by ellipsoids without any account for wall thick-
ness. Here, the set of voxels inside the right ventricle is defined by
RV E \LV E. Notice that for the purpose of seeding and visualization
an approximation of the location should in general be sufficient.

Tri-axial ellipsoids can be placed by the user; an overview is
shown in Figure 8, where the center point is denoted by c, its or-
thonormal axes are ~v1, ~v2 and ~v3, and the radii along those axes
are given by λ1, λ2 and λ3, respectively. The half ellipsoid can be
defined by the user using three guide points. For the placement of

Figure 7: Geometric approximation of the ventricles using ellip-
soids: the left ventricle ellipsoid (LV E) and the right ventricle el-
lipsoid (RV E). The right ventricle is approximated by RV E \LV E.

Figure 8: A tri-axial ellipsoid with center point c. The orthonormal
axes are given by ~v1, ~v2 and ~v3. The radii along those axes are λ1,
λ2 and λ3. Initially λ2 = λ1 (top right). The user can vary λ2 to
squeeze (lower left) or stretch the ellipsoid (lower right).

these points the user can inspect the magnitude and t-MIP using the
multiplanar reformat visualization or the view-orthogonal plane vi-
sualization. The user places the guiding points g1, g2 and g3 on
these planes which then define a half ellipsoid. One point repre-
sents the apex and the other two points should be near the atrium
of the corresponding ventricle.

The center point c is derived as c = (g1+g2)/2. Furthermore,~v2
is defined as the vector pointing towards the view and~v3 = c−g3.
~v1 is expected to be orthogonal to the other vectors, hence it is
computed as~v1 =~v3×~v2. Since~v1 is orthogonal to~v3, it is possible
that the half-ellipsoid does not line up with the first two guiding
points. Therefore, a clipping plane is used that passes through those
two points. λ1, λ2 and λ3 can be derived from the distance between
the center and guide points. Since λ2 is not defined by the guide
points it will initially be set to λ1, however, the user can easily vary
this value to squeeze or stretch the ellipsoid. This allows users to
the define half ellipsoids to estimate the ventricles with little user
interaction.

The seed points can now be generated within LV E and RV E \
LV E to investigate the flow in both ventricles. To avoid occlusion,
only the contours of the ellipsoids are rendered throughout this pa-
per.
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6. Feature-based flow visualization

When inspecting cardiac flow, researchers are often interested in
certain flow features, such as speed or vorticity. Our feature-based
seeding approach aims to facilitate quick identification of such ar-
eas, and automatic placement of seed points similar to Stalling et
al [SZH97].

Using transfer functions the user can directly influence the seed-
ing probability of the location where a value of the selected flow
feature occurs. That is, for every voxel v, the value v f for a certain
feature f can be calculated. Based on that value, a seeding proba-
bility pv f ∈ [0,1] is determined by the transfer function. Multiple
transfer functions can also be combined.

The following features are provided:

• Flow speed magnitude
• Magnitude data (PCA-M)
• Curl
• λ2-criterion
• Q-criterion

Measures of vorticity are often used to inspect cardiac flow. Such
rotation of flow can be computed using the curl, which describes the
rotation of a 3-dimensional vector field. The curl of a vector field is
a vector field itself. Every vector represents the axis of rotation, ac-
cording to the right-hand rule, and the magnitude of the curl vector
represents the amount of rotation.

To compute the curl we compute the gradient tensor of the vector
field F at position~x:

G(~x) =


∂Fx
∂x

∂Fx
∂y

∂Fx
∂z

∂Fy
∂x

∂Fy
∂y

∂Fy
∂z

∂Fz
∂x

∂Fz
∂y

∂Fz
∂z

 (9)

From this, the curl at position~x is given by:

~curl(~x) =


∂Fz
∂y −

∂Fy
∂z

∂Fx
∂z −

∂Fz
∂x

∂Fy
∂x −

∂Fx
∂y

 (10)

Often, the core of the vortex, the region around which the vortex
rotates, is of interest. Such areas are often found using both the so-
called λ2-criterion and the Q-criterion. For the computation of the
λ2-criterion the rate-of-strain tensor S and vorticity tensor Ω are
computed:

S(~x) =
G(~x)+GT (~x)

2
(11)

Ω(~x) =
G(~x)−GT (~x)

2
(12)

From these, the three eigenvalues λ1 ≥ λ2 ≥ λ3 of S(~x)2 +Ω(~x)2

are computed. If two eigenvalues are negative for a given point, that
is λ2 < 0, it lays in a vortex core. Similarly, for the Q-criterion if
the value of Q is positive the point is part of a vortex core, where Q
is given by

Q(~x) =
||S(~x)||2−||Ω(~x)||2

2
(13)

The user can use a transfer function to define the probability of
a seed being placed in a voxel based on its value for the selected
feature. An example of feature-based seeding is shown in Figure
9. Here the region shown in magenta depicts the area where λ2 <
−30. This region is used to distribute seed points for pathlines. A
combination of features can be used by defining multiple transfer
functions for multiple features. The probabilities are in this case
multiplied to obtain the seeding probability per voxel.

Figure 9: Pathlines seeded (blue points) using the λ2-criterion,
showing several vortices inside the left ventricle during early di-
astole. The area shown using magenta is the seeding region, where
λ2 <−30.

7. Evaluation

In this section our application is evaluated using a use case and a
user study held among 6 4D PC-MRI flow researchers.

For the evaluation, two datasets were used: a healthy volun-
teer and patient data. For the healthy volunteer 30 phases were
measured covering a single heartbeat, yielding a temporal res-
olution of 32ms. Providing 65× 55× 25 voxels with a size of
2.27×2.27×4.20mm. The patient data covered a full heart cycle in
30 phases with a temporal resolution of 40ms. Resulting in 30 vol-
umes with 70×55×38 voxels each sized 2.27×2.27×3.00mm.

7.1. Use case

For this use case, the context visualization is used to obtain a ref-
erence with the vessels. The context visualization, however, does
not clearly show the ventricles themselves, as shown in Figure 10a.
Therefore, a slice depicting the speed is aligned with the vessels,
shown in Figure 10b. The selected slice is of a phase during sys-
tole, so the aorta shows in bright white; this eases the search for the
left ventricle (denoted by LV). The view-orthogonal plane is used to
place the slice approximately through the middle of the LV. Guide
points are placed on the slice to create the left ventricle ellipsoid
(LVE) in Figure 10c. The opacity on the context visualization has
been decreased, to allow us to see flow within the vessels, while
the contours are still emphasized. After hiding the slice, the flow
is inspected further. During early systole, we notice that not all the
blood seems to flow into the aorta. Some of the flow seems to go
back into the direction of the left atrium, as shown in Figure 10d.
To further investigate, another ellipsoid is placed. By tracing the
pathlines backwards through time from the left ventricle, the left
atrium can be found at a phase in diastole, see Figure 10e. The sec-
ond ellipsoid can now be placed on the slice. Using forward tracing
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pathlines, the flow into left ventricle can be seen in Figure 10f sug-
gesting correct placement of the ellipsoid. Since the position of the
unexpected flow in Figure 10d and Figure 10f match, this indicates
the need for further inspection of the so-called mitral valve. This
finding was confirmed by the researchers at (LUMC). This is fur-
ther supported by Figure 10h which shows flow behind the mitral
valve back into the left atrium, while in a healthy volunteer, shown
in Figure 10g, the blood behind the mitral valve remains relatively
still. If not all blood flows towards the aorta during systole, but it
flows in the left atrium this indicates a dysfunction of the mitral
valve.

7.2. User study

The goal of this work is to enable initial cardiac flow exploration
without time-consuming manual preprocessing. To see whether the
visualization generated would fulfill the exploratory needs, 4D flow
experts were questioned. Six researchers from the cardiology and
radiology departments of the LUMC filled out a questionnaire. Be-
fore the questionnaire, they were given an overview of the project
by means of a small presentation. Then, a demonstration per sin-
gle component of the tool was shown, after which the experts filled
in the questionnaire for that specific component. The project was
divided into context visualization, ventricle ellipsoids, and feature-
based seeding components. Finally, they were asked for their gen-
eral opinions and suggestions. The questionnaire can be found in
the additional materials. In this section, the results of the question-
naire are presented. A Likert-scale was used in the questions that
were formulated as a statement and the researchers could tick a box
depending on their agreement with the statement. The results of the
questionnaire are shown Table 1. Here, + indicates that many of
them agreed, +/- indicates that opinions differed, while - indicates
that they disagreed with the statement.

Questions involving choices between options presented in fig-
ures and open questions will be discussed separately.

7.3. Context visualization

Two options were available for the basis of the context visualiza-
tion: the t-MIP or the PCA-M datasets. There was a unanimous
preference for the t-MIP data as a basis. All the researchers agreed
that the general structure of the heart could be perceived from the
context, whereas all except one agreed that it helps with under-
standing the flow. The ventricles and atria were not visible in the
context visualization, however, all agreed that the slices provide
this additional information. Especially the view-orthogonal plane
was much appreciated.

While depth-based transparency manipulation helps with the
PCA-M based context visualization, depth-based color manipula-
tion was preferred for depth perception by all researchers. Several
options for the lit sphere maps were presented, with the favorite be-
ing the flat pink LSM with four votes, shown top left in Figure 5.
The remaining two votes went to the bone-like LSM, also shown
in Figure 5 (bottom right). When asked if they would use the con-
text visualization, 4 said yes. One was not sure, and the remaining
expert thought it was not applicable to their work.

7.4. Ventricle approximation

All researchers agreed that in general the ventricles could be well
approximated using the ventricle ellipsoids. However, for rare pa-
tients with, for example, a single ventricle defect it might not pro-
vide a good approximation. Placing three guiding points on a slice
seemed intuitive to the researchers. They also agreed that a clip-
ping ellipsoid can be a better fit for the shape of a heart, compared
to planes or boxes. When asked if they would use the ventricle el-
lipsoids, all agreed that they would use it. Even for the less appro-
priate cases; some patients have severely different morphology for
the ventricles, they might still work well for defining the region of
interest.

7.5. Feature-based flow visualization

All 6 researches agreed that areas of interest could be defined using
flow features and seed points could be placed within them automat-
ically. While most agreed that transfer functions were an intuitive
way to specify properties of these areas of interest, two were neu-
tral on this part. Clinical use was mentioned, however, would be
limited since doctors would not be familiar with transfer functions.
Opinions were divided when asked whether they would use feature-
based seeding. While areas of interest could be specified, some
would not want to automatically fill the whole areas, but rather
use it as a guide for manual placement of seed points. Opinions
also differed about the need for more than two features being com-
bined. Other features that were suggested to be interesting are ones
related to wall-shear stress, velocity direction compared to a given
vector, and helical flow.

7.6. General feedback

The goal of this work was to enable exploration of cardiac flow for
a quick initial overview. It was unanimously agreed that this goal
was achieved. 5 experts thought there was a need for such soft-
ware, the remaining expert was not sure. However, two researchers
noted that the research side generally is not interested in new ways
of qualitative inspection anymore. Both mentioned that the frame-
work would be very suitable for clinical, on-site use. Suggestions
for future work included improving the user interface for clinical
use, more flow visualization options compared to just pathlines and
particles, trying the software on many different heart diseases, and
interpolating the ventricle ellipsoids over time between two place-
ments: one for systole and one for diastole.

8. Conclusion and future work

The aim of this paper was to provide a framework that aids a fast
exploration of cardiac flow. For this purpose, anatomical context
visualization for flow was explored. While direct volume rendering
of the magnitude data was initially to be the basis of the context vi-
sualization, this data was found to be unsuitable as a context in most
situations. The temporal maximum intensity projection, t-MIP, led
to a better visualization of the context. It provides a good initial
point of orientation, and provides a clear context for flow in the
main vessels around the heart, which also aids in identifying the
general location of the heart. Applying illustrative transparency the
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(a) Our context visualization showing the ves-
sels. Here magenta shows the vena cava, blue
the aorta, green the pulmonary artery and red
indicates the expected location of the ventricles.

(b) A slice at systole through the vessels. On
the slice white means high flow speed while
black represents low speeds. The green outline
denotes an approximation of the Left Ventricle.

(c) Placement of the ellipsoid in the left ventri-
cle. The pathlines show the blood flow from the
LVE into the aorta at peak systole.

(d) Further expection shows blood flowing both
in the aorta and the left atrium as indicated by
the red circle. This suggests an aberrant flow
pattern.

(e) Backward tracing pathlines from the left
ventricle helps the alignment of a slice with the
incoming flow.

(f) Placement of a second ellipsoid, correspond-
ing with the mitral valve. Flow is shown with
forward tracing pathlines.

(g) Flow during peak systole in a healthy volunteer. The mitral valve prevents
the flow from the left ventricle into the left atrium.

(h) Flow during peak systole in a patient. Blood flows to both the left atrium
and left ventricle.

Figure 10: Steps followed in the use case. The coloring of the pathlines indicates speed: from blue (slow) to white to red (fast).

c© 2016 The Author(s)
Eurographics Proceedings c© 2016 The Eurographics Association.



A.J.M. Broos et al. / A framework for fast initial exploration of PC-MRI cardiac flow

Statement R1 R2 R3 R4 R5 R6 Agreement
The general structure of the heart can be perceived from the context 4 4 4 5 4 4 +
The context visualization helps with understanding the flow 2 4 5 4 5 4 +/-
The slices complement the volume rendering 3 5 4 4 5 4 +
The left ventricle can be approximated by LVE 5 4 4 4 4 4 +
The right ventricle can be approximated by RVE \ LVE 4 4 4 3 3 4 +
The placement and interaction with the ventricle ellipsoids is intuitive 5 4 4 4 4 4 +
Using an ellipsoid for clipping (compared to clipping planes) is suitable for heart data 4 4 4 4 3 4 +
Automatic seeding in areas of interest can be done based on flow features 5 5 4 4 4 4 +
Transfer functions are an intuitive way of specifying the properties of areas of interest 3 4 3 4 4 4 +/-
The project enables exploration, providing an overview of cardiac flow before using
other methods for closer inspection 4 5 4 5 4 4 +

Table 1: Statements on the framework presented to 6 domain experts and their agreement with the statements.

structure of the vessels remains visible while obstructed view on
the flow inside is minimized. Different lit sphere maps allowed for
easy switching between different styles of visualization for the con-
text. To improve depth perception, depth-based tone manipulation
and depth-based transparency manipulation work well encoding the
depth, improving the context visualization. The direct volume ren-
dering of the t-MIP data provides no information about the current
phase of the heart cycle, nor a clear distinction of the ventricles and
atria. This is evaded by a slice-based visualizations by means of
a multiplanar reformat and a view-orthogonal plane, on which the
magnitude and velocity data can be shown.

The ventricles can be approximated by half-ellipsoids. Our ven-
tricle ellipsoids definition use an intuitive method of interaction and
can easily be placed. While the ventricle ellipsoids, as their name
suggests, are intended for approximating the ventricles, they are
not limited to that purpose. This was clearly demonstrated in the
use case presented in this work, where one was placed behind the
mitral valve to investigate its deficiency. For the clipping of data
or the visualization, usually done using clipping planes, the half-
ellipsoid proved to work well, since it fits the shape of the heart
and structures within it much better, further enhancing the context
visualization.

To aid in identifying interesting areas for flow inspection, and
to automate seed point placement within such areas, feature-based
seeding was implemented. Different features determining the area
of interest can be chosen. The corresponding transfer functions
made for an interactive method to define the interesting ranges of
values. Using feature-based seeding, one can quickly identify re-
gions with, for example, high speed vortices. The probability-based
design allows to easily scale up to combinations of different fea-
tures.

There are several points in which the framework could be ex-
tended. For example, the context visualization could be improved
such that the ventricles and atria can be shown. If no additional
imaging is desired, this would require a filtering and segmenta-
tion of the existsing data. Using the half-ellipsoids helps to provide
a context for the flow visualization. However, these remain static
over time, while the anatomy of the heart changes, rendering the
approximation less suitable. Furthermore, using the half-ellipsoids
does not aid to distinguish the atria and the ventricles clearly.

The ventricle ellipsoids can be used for other purposes as well.

One could trace particles placed inside the ventricle, perform both
backward and forward tracing and then classify them based on the
resulting positions [CdKB∗15]. This would provide additional in-
formation such as whether a particle enters the ventricle and leaves
within one cycle or whether it stayed within the ventricle through-
out the heart cycle.

The flow visualizations and seed placement provided could also
be improved upon to avoid cluttering using for example techniques
like hierarchical clustering of the flow [vPJtHRV12], dashtubes
[FG98], or a combination with image-based seeding [LLS07].

A more thorough user study including more then 6 specialists
would be beneficial. Such an user study should include tasks for
the users to perform using the framework. Timing of these tasks
then provides insight the learning curve of the framework.

Despite its limitations, the proposed framework allows re-
searchers to explore the flow data without time consuming prepro-
cessing and get a first insight on the obtained data.
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