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v

They may lock up in their own bosoms the mysteries they have penetrated. . .
whilst they reap in pecuniary profit the legitimate reward of their exertions.
It is open to them, on the other hand, to disclose the secret they have torn
from nature, and by allowing mankind to participate with them, to claim
at once that splendid reputation which is rarely refused to the inventors of
valuable discoveries in the arts of life. The two courses are rarely compatible.

Charles Babbage [117]
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Introduction 1
This thesis researches methods for medical visualisation. The goal of visualisation is
to help someone obtain a deeper understanding of data. In hospitals, medical imaging
modalities, such as Magnetic Resonance (MR) and Computed Tomography (CT), are
prevalent and a large amount of patient-specific data is scanned routinely. The goal
of medical visualisation is to make the contents of this data available to a clinician.

1.1 A short history of medical visualisation

The early Renaissance marks the beginning of modern medical visualisation. Between
1489 and 1515 Leonardo da Vinci produced beautiful drawings of his studies of the
human body (Figure 1.1 on the following page). These drawings were intended for
a book by the Paduan anatomist Marc Antonio della Torre. Unfortunately, the book
was never published and the drawings were not very well known at the time [77].

In 1543¹, Vesalius published his ground-breaking textbook of human anatomy
“De Humanis Corporis Fabrica”. This set of seven books contains many highly de-
tailed drawings of human anatomy, in various stages of dissection. Although some of
the drawings were made by Vesalius himself, most of the larger pieces are attributed to
Titian (Tizian Vecelli, 1485–1576) and his pupil Jan Steven van Calcar (1499?–1546?).
The hand of an artist is clearly visible in the posture and setting of the skeleton in
Figure 1.1 on the next page. Some of the backgrounds are attributed to Domenico
Campagnola (1500–1546) who worked as a landscape painter in Titian’s studio [77].

Slowly, the dissection of human bodies for research became more and more ac-
cepted. For example, the Greek-Roman Galen of Pergamon (130-200) obtained his
knowledge from dissecting pigs, dogs, Barbary apes, and cattle; his De usu partium
was until Vesalius’ time the textbook on human anatomy. However, discoveries made
by dissecting animals cannot always be applied to humans. Galen proposed that the
energy of the body (the vital spirit) was carried through the arteries at the level of
the rete mirabilis, where it was transformed into nerve impulse (the animal spirit).
However, the rete mirabilis is a network of veins at the base of the brain found in cat-
tle, not in humans. In later times, Vesalius obtained his first skeleton from a gallows

¹Also in the year 1543, Copernicus published “De Revolutionibus Orbium Celestium” which dis-
carded the notion of Ptolemy that the universe is centered around the earth
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(a) Leonardo da Vinci (1452–1519) (b) Andreas Vesalius (1514–1574)

Figure 1.1: Early examples of medical visualisation. On the left Leonardo da Vinci’s
“Drawing of the Torso and Arms” – Bibliotheca Ambrosiana, Milan. On the right an
image from Andreas Vesalius’ “De Humani Corporis Fabrica Libri Septem” (from book
5).

and smuggled the bones across the city walls. One of the first textbooks on human
anatomy that was at least partly derived from human dissection was published in
Bologna by Mundinus (1275–1326) [106].

The next breakthrough is the invention of the microscope in the early 17th cen-
tury. In 1665 Robert Hooke (1635–1703) describes in his “Micrographia” his obser-
vations of plant tissues (and coins the term cell). The book contains a collection of
illustrations made using a compound microscope. Although Antoni van Leeuwen-
hoek (1632–1723) did not invent the microscope (in fact he first held a microscope
probably in 1670), he is regarded as the father of microscopy because he was the first
to achieve a high-quality magnification of 200. His single-lens microscopes are fa-
mous for their clarity, resolution and power of the lenses. One of the best of the
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surviving lenses is 1.2mm thick, has a radius of curvature on both sides of roughly
0.7mm, has a focal length of slightly less than 1mm and a magnification of approxi-
mately 270 [108]. Such high-quality instruments enabled Van Leeuwenhoek to study
and describe objects in great detail, for example, he reported the existence of bacteria
in plaque.

Arguably the most revolutionary event in the history of medical imaging is the
discovery² of X-rays in 1895 by Wilhelm Conrad Röntgen (1845–1923). His prelimi-
nary report “Über eine neue Art von Strahlen” was given on December 28th 1895 to
the president of the Würzburg Physical-Medical Society together with experimental
radiographs and an image of his wife’s hand. This discovery went around the world
in a very short time and was used clinically almost instantly. Röntgen declined to seek
patents or proprietary claims on his discovery and was awarded the first Nobel prise
in physics in 1901 (but he bequeathed the Nobel prise money to scientific research at
Würzburg). From then on it was possible to examine internal structures of the body
in vivo without damage to the patient (at least, not too much). However, the X-ray
images are 2D – and more importantly – the images are projections. Interpretation
of these images is therefore required.

Next, the now common medical imaging modalities CT, MRI, and lately 3D ul-
trasound were introduced [132]. The first clinical CT machine was introduced in
1972 [4, 3, 65], the first commercial MRI scanner in 1978 (the same year when the first
abdominal MR scan was reported [85]), and 2D ultrasound in the 1950’s. The first
3D ultrasound experiments were reported in 1984. Each of these modalities produces
images based on a different physical principle. Correct interpretation of these im-
ages is therefore very important. Fundamentally, this touches on the question of what
exactly constitutes an object. For example, tissue in CT images is uniquely identifi-
able by its Hounsfield number. MR can be tuned to a high degree to produce desired
contrasts, and therefore, MR images of the same body part may look very different.
Finally, ultrasound images the transition between different tissues and consequently
produces data that can be considered to be a gradient image of the object.

The output of a modern medical imaging device is 3D data volume. In a sense, we
have come full circle. In the beginning the actual body(part) was examined in detail
ex vivo, now the same part can be examined virtually in vivo, with minimal risk for
the patient.

1.2 Motivation and goal

Medical imaging devices, such as MR or CT, produce large volumes of patient data.
Traditionally, clinicians are comfortable viewing 2D images of X-ray projections, and

²Nikola Tesla (1856–1943) independently discovered X-rays around the same time [5].
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therefore, a 3D volume is often presented as a stack of 2D images. However, recon-
structing a mental 3D image from 2D slices is a difficult and error-prone task. Per-
forming this task on time-varying data is almost impossible. Clearly, help is required
in processing, viewing, and interpreting this data.

Analysing these large 3D datasets can be performed by creating models that rep-
resent anatomical structures in the data. Geometric and mechanical models are im-
portant for surgical training, diagnosis, planning, simulation and visualisation. A
common modelling approach is to create 3D surface representations that approxi-
mate the boundaries of anatomical objects. Such surface meshes consist of sets of
connected polygons – usually triangles or quadrilaterals. This representation is well
suited for intuitive viewing and manipulation, and plays an important role for vi-
sualisation during minimally invasive procedures where doctors need to fly–by–wire.
Properties of surface meshes, such as surface area and volume, can be quantified and
used for further analysis. For simulations, volume meshes – usually consisting of sets
of connected tetrahedrons – can be created from surface meshes [52].

The application of surface meshes to describe and analyse medical data can be
performed only under certain restrictions. Surface meshes, and the methods to gen-
erate these, should conform to a set of criteria regarding integrity, accuracy, triangle
quality, compactness, smoothness, and reproducibility:

• Integrity: the mesh should be free of geometric and topological errors. For
example, the polygons should be oriented consistently, and the surface should
not self-intersect;

• Accuracy: the representation of the organ surface geometry should be suffi-
ciently accurate;

• Triangle quality: the shape of the triangles in the mesh should be as near as
possible to equilateral to aid subsequent analysis, for example, simulation by
finite element methods and visualisation;

• Compactness: to achieve fast response times, the number of elements (triangles)
in the model should be minimal; consequently, the resolution of the triangle
mesh should be considerably lower than the medical image, with minimal loss
of accuracy;

• Smoothness: the model should conform to the smooth organ boundaries. Sharp
corners should be avoided as these can cause disturbing artifacts such as stress
concentrations in a finite element simulation. Of course, if a shape is not
smooth then the mesh should conform. However, within the space allowed
by the inaccuracy, the mesh can be made as smooth as possible;
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Figure 1.2: The medical visualisation pipeline.

• Reproducibility: the method used to create the surfaces should yield the same
results for different users upon repeated extraction.

This set of criteria taken as a whole are at the basis of the goal of this work.
The extraction of surfaces is part of a chain of methods for medical visualisation.

Figure 1.2 sketches a model for medical visualisation, containing from top to bottom:
data acquisition, segmentation, and surface reconstruction as required components.

After data acquisition, segmentation is performed to separate objects of interest
(tissue, bones, organs, tumours) from the background. Commonly, segmentation
results in a classification of each point in a dataset. In this work three basic segmenta-
tion methods are used: thresholding (the basis for iso-surface extraction, Chapter 3),
edge-detection (based on gradient information, Chapter 4), and manual segmenta-
tion (Chapter 5). Each of these methods has certain properties that are discussed
extensively. In the last step, after segmentation, a surface is constructed that connects
classified data points, where an optimum is sought between the accuracy of the fit and
the quality of the surface as specified by the criteria above. The goal of this work is to
find this optimum by connecting the segmentation and surface extraction steps, as is
illustrated in Figure 1.2.

1.3 Outline

The main part of this work consists of a six published papers that can be read sepa-
rately. These papers are incorporated verbatim with minor adaption of the layout and
typography. The subject of research is a moving target and therefore some Chapters
contain an addendum with new material.
Chapter 2 gives a survey of the problem field of surface extraction and mesh improve-
ment.
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Chapter 3 consists of Improving Triangle Mesh Quality with SurfaceNets [27]. In this
paper a method is presented to create an iso-surface from volume data. The method
consists of an iterative process with consecutive steps of surface extraction and mesh
improvement.
Chapter 4 is Accurate and High Quality Triangle Models from 3D Grey Scale Images [26].
In this paper a method is presented that creates an accurate surface using a multi-scale
edge-detection technique. This is also an iterative method where edge-detection steps
are followed by mesh improvement steps.
Chapter 5 is Interactive 3D segmentation using connected orthogonal contours [25]. In
this paper a fast interactive segmentation method is presented that integrates manual
and semi-automatic segmentation. The method is based on interacting with a set of
planar, orthogonal and connected contours in 3D.

Next, two Chapters with applications are presented.
Chapter 6 contains Interactive matching of ultrasound and MRI for visualization during
resection of myomata [28]. This paper outlines a method for manual registration of
MRI and 3D ultrasound volumes based on a small number of anatomically positioned
landmarks.
Chapter 7 contains A Statistical Shape Model of Carpal Bones [131] where a statistical
shape model of two carpal bones is researched. A new method is used for creating
automatic landmark correspondences. The fast interactive segmentation method is
used to create initial shapes.

Finally, in Chapter 8 conclusions and directions for further and future research
are given.



Surface mesh extraction and
improvement techniques 2
Creating a conforming surface mesh, following the criteria set out in Section 1.2,
requires (a combination of) surface extraction and mesh improvement techniques.
Accordingly, this chapter is organised into two parts. In the first part, Section 2.1,
an overview is given of surface extraction and reconstruction techniques. The second
part, Section 2.2, surveys a selection of mesh improvement techniques.

2.1 Surface mesh extraction

2.1.1 Introduction

A common format for 3D medical data is a regular, Cartesian grid (see Section 2.2.1)
where on each grid point a data value is specified (Figure 2.1 on the following page),
also called the cuberille model. The data value usually is scalar and is also referred to
as grey value. A voxel is the block around each grid point (indicated by the dashed line
in Figure 2.1 on the next page) scaled such that neighbouring voxels do not overlap
and all voxels fill the complete data space. Similarly, a cell is defined by the space
between eight neighbouring data values that form a cuboid. Commonly, the data
value is assumed to be constant over the voxel.

The process of extracting a surface mesh from 3D data consists of two parts: seg-
mentation and surface reconstruction. Segmentation techniques are used to find
the boundary and contours of anatomical objects. In this thesis two common seg-
mentation methods are employed: thresholding (as the basis for iso-surfacing) (Sec-
tion 2.1.2) and edge-detection (Section 2.1.3). After the segmentation step, a mathe-
matical description of the surface is reconstructed. In this thesis the focus is on surface
reconstruction using medical data. Overviews of generic surface extraction methods
can be found in [21] and [127].

2.1.2 Iso-surface techniques

An often-used method to find a boundary in 3D data is thresholding in combination
with an iso-surface technique. Iso-surfacing is probably the most often used surface
extraction technique. Its popularity can be attributed to its simplicity and the fact
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Figure 2.1: A regular grid, where each grid intersection is a data point (indicated by a
sphere). A cell is formed by the cube connecting 8 data points (indicated by the white
cube). A voxel is the cube formed by connecting the centers of the eight cells that sur-
round a grid intersection (indicated by the darker cube).

that it forms a good starting point for exploration of unknown data.
In general, an iso-contour is defined by the boundary on which a scalar function

is constant. In 2D, an iso-contour is defined by f (x,y) = I, where I is a constant –
the iso-value. Similarly, in 3D, the function f (x,y,z) = I defines an iso-surface. Well-
known applications of iso-contours are topographical height maps where iso-lines
connect points of constant height and weather maps with isobars and isotherms.

Generally, iso-surface extraction algorithms create a polygonal approximation of
an iso-surface. Methods for extracting such approximations based on a defining im-
plicit function f can be found in [17, 140]. More common is the case where a dataset
is available that is a sampling of an unknown function f . In that case, the extraction
of an iso-surface is performed using the 3D array of discrete data points, d(i, j,k) = I.
Usually, iso-surface extraction algorithms perform a search to identify the cells in the
data that contain part of the iso-surface, for example, by detecting if a certain thresh-
old occurs. Next, in each of these cells a polygonal approximation of the iso-surface
is constructed.

Iso-surfacing has proven to be particularly useful for the extraction of surfaces
from CT data. The intensity, or Hounsfield value, in CT corresponds directly to a
specific tissue. For certain tissues the Hounsfield values are known and can be used
as an iso-value, e.g., to extract bone.

The most common polygonal iso-surface extraction technique is the Marching
Cubes algorithm (MC) [81]. MC operates on a volume that is divided into discrete
cells (see Figure 2.1). The data value on each corner of each cell is tested whether it is
under or above the threshold and the result (0 or 1) is stored in an 8 bit array for each
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(a) Case 0 (b) Case 1 (c) Case 2 (d) Case 3

(e) Case 4 (f) Case 5 (g) Case 6 (h) Case 7

(i) Case 8 (j) Case 9 (k) Case 10 (l) Case 11

(m) Case 12 (n) Case 13 (o) Case 14

Figure 2.2: Marching Cubes case table.
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Figure 2.3: Topological ambiguity problem. Different topological configurations are pos-
sible based on a single state of the corners. MC chooses one of the first two arbitrarily.
The third configuration is always used in SurfaceNets (see [60] and Chapter 3 of this
thesis).

(a) Case I (b) Case II

Figure 2.4: Ambiguous Marching Cubes cases. Different surface topologies can be fitted
to one corner configuration. The corner configuration corresponds to Figure 2.2(d) on
the page before.

cell. The iso-surface passes through each cell where this classification is not equal to 0
(all corners below threshold) or 255 (all corners above threshold). The classification
code is used as an index into a set of cell intersection cases (see Figure 2.2 on the page
before). These intersection cases specify through which edges of the cell the surface
passes. The 256 possible cases can be reduced to 15 unique cases by rotation, mir-
roring and inversion of the state of all corners. Finally, the exact intersections along
each edge are linearly interpolated and triangles are constructed in each cell following
the template case. The memory overhead of Marching Cubes is low; no intermediate
datastructures are needed because the triangles of the surface are generated directly.

Marching Cubes variants

A large body of literature exists with variants of and improvements on the original
Marching Cubes algorithm. One direction of research is to resolve the topological
ambiguities of MC. An example of such an ambiguity is pointed out in [59] and is
shown in Figure 2.3. Given the configuration of the corners of the cell, different sur-
face topologies are possible. A similar situation for the 3D case is shown in Figure 2.4.
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Figure 2.5: Marching Cubes cases where holes can be created. The facing sides of both
cells have the same corner configuration but the surface topologies do not match. The
left configuration corresponds to Figure 2.2(d) on page 9, the right configuration corre-
sponds to Figure 2.2(g) on page 9.

Also, it is possible to create surfaces with holes (see Figure 2.5). The Asymptotic De-
cider [97] is a method to solve some of these problems. Topological ambiguity is
resolved by using bilinear interpolation of the faces of the cells. A more rigourous
treatment by the same author [96] presents an extended set of corner configurations
(see Figure 2.2 on page 9) and uses trilinear interpolation.

Other variants aim at reducing the number of triangles that are generated. The
Marching Cubes algorithm can generate a maximum of 4 triangles per cell (see Fig-
ure 2.2 on page 9). Discrete Marching Cubes [91, 92] is a two-stepped approach to
triangle reduction. In the first step, the edge interpolation is replaced by midpoint
selection. After doing so, coplanar triangles are merged easily. In the second step
the edge intersections are moved to the exact locations found by linear interpolation
along the edge. The final surface is an approximation, but the error is bounded by
the longest edge length. The results show that Discrete MC compares favourably to
MC followed by mesh simplification both in required computation time as well as in
the amount of generated triangles. Other reduction variants can be found in [113],
where octrees are used for decimation and in [136] where octrees are used to speed
up iso-surface generation. An approach called Precise Marching cubes is presented
in [2] that is based on mesh refinement. Each of the triangles found by MC is refined
adaptively by using trilinear interpolation to approximate the isosurface. By doing
so, the accuracy of the approximation is controlled adaptively. Extended Marching
Cubes (EMC) is a variant that aims to improve the appearance of sharp edges [73].
This algorithm is treated in Section 3.5.1.

Finally, there are MC variants that use optimised cell division, traversal and search
algorithms, e.g., span-space [36, 78, 114] and octrees. A comparison of several stor-
age and searching methods can be found in [116]. Iso-surfacing can be performed
in higher dimensions [14], on complex-valued datasets [133], and using a multi-
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Figure 2.6: Iso-surfaces generated by Marching Cubes from a MRI dataset of a human
abdomen. The figure on the left is generated by using a single-isovalue on the raw image.
The figure on the right was generated after the image was classified by hand, iso-surfaces
were generated by choosing appropriate iso-values corresponding to each classification.

resolution approach [72].
Unfortunately, the assumption made by iso-surfacing, that the boundary of an

object can be defined by a constant value, does not always hold. Noise and (in MRI)
bias fields [75] are factors to take into account when constructing an iso-surface (also
see Figure 2.6). Iso-surfacing of noisy data can result in surfaces consisting of a large
number of triangles and spurious surfaces. Figure 2.6 shows an example of such a
surface that is extracted from a MRI scan. Two approaches can be followed to remedy
this problem. The first is to prefilter the dataset using a lowpass smoothing filter (e.g.,
a Gaussian kernel). The second is to post-process the generated surface, for example
by removing small clusters and to apply mesh smoothing techniques.

Segmentation commonly results in a binary image (i.e., classification at pixel or
voxel level). Extracting a surface from these binary data results in a triangular sur-
face model that does not meet all of the requirements above. The smoothness of the
mesh can be poor due to quantisation effects, showing ridges or terraces. Gaussian
pre-filtering of the binary image (before surface extraction) reduces accuracy, and
significant anatomical detail (such as narrow ridges and clefts) may be lost, and still
sufficient smoothness is may not be achieved [61].

2.1.3 Edge detection techniques

An iso-surface approach defines the boundary of an object by a specific data value. As
was shown in the previous Section this assumption does not hold for certain types of
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Figure 2.7: Dislocation of edge by a low-pass filter with tangential components.

data, for example when noise is present, or when the boundary of an object cannot
be represented by a constant data value. In contrast, edge-detection methods find the
boundary of an object by looking for transitions in data values. By doing so, abso-
lute data values are not used for boundary identification. Unfortunately, there is no
clear definition of what exactly constitutes an edge in an image. Commonly, an edge
is defined in terms of image intensity and accordingly, edge detection is defined here
as the identification and localisation of strong intensity changes between a region of
interest and its surroundings. Intensity changes in the data are quantified by applying
the gradient operator ∇ to the image I. Large transitions in image intensity corre-
spond to large gradients, and consequently, edges are identified by local maxima of
the absolute value of the gradient vector. An alternative approach is to localise edges
by calculating zero-crossings of the Laplacian operator applied to the data ∇2I. Ex-
amples of such filters can be found in any image processing handbook (e.g., [33]). An
overview of basic edge-detection techniques can be found in [144].

Unfortunately, the correct identification of edges is also hampered by image noise
due to the sensitivity of the gradient operator to higher frequencies. A common ap-
proach is to apply a Gaussian derivative operator to suppress noise. However, sup-
pressing noise also dislocates edges. The location of a curved edge is affected by a
low-pass filter with tangential components [32, 115, 129], which causes a bias in the
detection (see Figure 2.7). Consequently, there is a trade-off between noise suppres-
sion and localisation in simultaneous filtering and detection [76]. Systematic errors
influence the accuracy of the edge detector, while noise influences the reproducibility.
Although accuracy and reproducibility are both important, we cannot satisfy both to
the same extent simultaneously. In this work the focus is on reproducibility.

A balance between between noise suppressing, detecting and locating edges is
achieved by using a scale-space approach [6, 49, 76]. Here, a stack of images is created
where each consecutive image is a lower resolution, filtered version of the previous
image. This is illustrated in Figure 2.8 on the following page where each image is cre-
ated by filtering using a Gaussian kernel with an increasing value of σ (see Figure 2.8).
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Figure 2.8: Scale-space. From left to right the images are filtered with a Gaussian kernel
using σ = 50,20, and 1 voxels, respectively. The image is taken from a µ-CT dataset of a
human carpal bone.

Starting the edge detection at the top of the stack, with the image that is created using
the largest σ , ensures good edge detection. Tracing the edge down through the stack
of images towards smaller values of σ assures good edge localisation. By doing so,
dislocation and misdetection can be prevented.

2.1.4 Contour connecting methods

Contour connecting is one of the earliest approaches to reconstrucing a surface from
3D data. The method is able to capture objects of complex topology and geometry.
Contour connecting views a 3D dataset as a stack of parallel 2D images (see Fig-
ure 2.9 on the next page). After outlining a desired contour in each image of the
stack, a 3D surface is created by connecting all adjacent contours by polygons, see
e.g., [9, 20, 44, 55, 89]. Contour outlining can be performed either manually, or by
any of the many available segmentation techniques [98].

Generally, generating a surface from a set of slices containing closed contours that
do not self-intersect can be split up into the following set of problems [89]:

• The correspondence problem. If a dataset contains multiple objects then multiple
contours can be present in a slice. Each contour must be attributed to a single
object before contour connecting can be performed.

• The tiling problem. This problem relates to the topological relationships be-
tween slices. Points on pairs of contours need to be mapped by creating a set of
triangles. The set of triangles can be constructed according to several metrics,
depending on the problem. A common metric is minimisation of the resulting
triangle surface area [55]. A comparison of several metrics can be found in [9].
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Figure 2.9: The contour connecting problems. A stack of three slices of two shapes is
shown. Attributing each contour to a single shape is the correspondence problem. On
the right the branching problem is illustrated by the forking of the shape. Finally, on the
left the tiling problem is shown by the grey triangles that connect adjacent contours.

• The branching problem. Usually, a simple object will have one closed contour in
each slice. However, if an object branches (e.g., a molar, or a human vertebra)
then the number of contours in adjacent slices can differ. Mapping the corre-
spondence between the contours is the branching problem. In [44] a method
is outlined to solve the branching problem which links contours based on the
area of the overlap.

• The surface fitting problem. This is a more general problem of generating a
smooth surface through a set of connected contours. The spacing between the
slices can be large, and the approximation of the surface by a single row of trian-
gles can be too coarse. Creating a smooth surface is closely related to the topics
of mesh generation, smoothing and parametric surface interpolation [46].

Figure 2.9 illustrates the correspondence, tiling and branching problems. Addition-
ally, there is the problem of the disappearing contours. In contour connecting a main
axis through the data is defined along which the slices are oriented. Slices that cap-
ture the extrema of an object wil contain very small contours and it may be difficult to
capture an object precisely. In Chapter 5 a method is outlined that circumvents this
problem, as well as all the other contour connecting problems mentioned in this list.
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2.1.5 Deformable models

A deformable model is a generic approach to surface extraction that integrates seg-
mentation and surface reconstruction. Instead of the 2D→3D approach of contour
connecting (Section 2.1.4) the surface is reconstructed directly in 3D. Deformable
models are contours or surfaces that can be adapted to approximate a certain desired
shape. Fitting a desired object boundary is modeled by a process in which an initial
surface is shrunk, grown, or deformed by minimising an energy function E with in-
ternal and external energy components. The internal energy term specifies properties
of the surface during deformation, for example elasticity and stiffness. The external
energy component couples the deformable surface to the data, and drives the surface
to the desired boundary, e.g., by exploiting gradient information (see the previous
Section) [41, 71, 86, 93, 101]. Minimising the total energy E drives the deformable
model to the object boundary.

The precise form of the internal and external energy terms varies from study to
study [66, 67, 80, 87, 88, 93, 101, 115, 141]. The extent to which the energy terms
control the positions on the surface is controlled by (a possibly large number of)
weight factors. For example, trade-offs can be made between boundary detection,
noise suppression, and surface properties (e.g., curvature). Generally, the values of
the weight factors are determined by a process of trial and error [66] – the exact
tuning often lacks a physical basis. Therefore, reproducibility is limited due to the
manual tuning of possibly many weight factors in the energy function. Furthermore,
the vertices of the produced mesh may be spaced irregularly by the relocation process,
which can produce distorted elements.

In this thesis the methods described in Chapters 3 and 4 are related to deformable
models, where the number and tuning of weight factors are kept to a minimum.

2.2 Surface mesh improvement

A large amount of research is and has been performed on creating, improving, re-
fining, and coarsening of surface meshes and grids, see e.g., [18, 53, 57, 125]. The
motivation for this research is the trade-off between speed – coarse meshes – and
accuracy – detailed meshes. Two driving applications behind this research are the
finite element method (FEM) [70] and visualisation. FEM is a generic solving tool
that subdivides a complicated problem into a set of connected simpler elements. The
complete solution is found by solving each subproblem and compounding the results.
Examples of large finite element simulations are flow simulations [1, 68], virtual vehi-
cle crash tests [103, 135] and surgical simulation with soft tissue deformation [39, 74].
Mesh coarsening and refinement fit naturally in this application. For example, in a
mechanical simulation the mesh can be made very fine in sections with high stress
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(a) Structured grid (b) Unstructured grid

Figure 2.10: Regular and irregular grids

concentrations and coarse elsewhere. By doing so accuracy is maintained and cal-
culation time is spent only when and where necessary. Visualisation requires similar
compromises between model complexity and interactivity. Many methods exist for
mesh coarsening, refinement and fast rendering [7, 58, 63, 64, 109, 111, 126].

2.2.1 Surface mesh definition

A surface mesh consists of a set of vertices, edges and faces. A vertex vi is a location in
3D space. An edge connects two vertices; ei j denotes an edge between between vertices
vi and v j. Faces fi are polygons (triangles, quadrilaterals, etc.) that can be indicated
either by a set of edges, or a set of vertices. The latter combination is often chosen
to save storage space. Depending on the specific application more elaborate data
structures are available that are optimised for retrieval or traversal of the mesh [10,
30].

The neigbourhood or 1-ring neighbourhood of a vertex is formed by all vertices
that are connected by an edge to that vertex. The surface can be open (sheet) or closed
(sphere, torus). In a manifold surface, around every point there is a neighbourhood
which is locally “flat”.

Meshes are either structured (Figure 2.10(a)) or unstructured (Figure 2.10(b)).
In a structured mesh the vertices are ordered in a regular fashion where each internal
point (i, j,k) has (i± 1, j ± 1,k± 1) as its neighbours. In an unstructured mesh the
vertices are connected by polygons and the neighbour property does not hold. Gener-
ally, unstructured meshes require a smaller number of elements to describe a complex
geometry than structured meshes because the placement and size of elements is more
flexible. However, unstructured meshes usually require more storage space.

Mesh quality and quality criteria are important both for FEM and visualisation
and are covered extensively in Section 2.2.2. Usually, mesh extraction methods do not
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Figure 2.11: Example of a curvilinear Laplacian grid. The locations of the interior points
are calculated from the four boundary curves A,B,C, and D.

take triangle quality into account. For example, the meshes created by the Marching
Cubes algorithm [81] can be of very poor triangle quality. If further processing steps
have requirements on the quality of a mesh then it is often necessary to improve the
quality of such extracted meshes. Algorithms for mesh improvement fall into three
categories [52]:

• Relocation of vertices;

• Local reconnection of mesh elements;

• Mesh coarsening and refining [57, 64].

The second and third category change the topology of the mesh, the first category
leaves topology intact.

The simplest approach to vertex relocation is Laplacian smoothing and its vari-
ants and derivatives. These techniques are popular chiefly because of their compu-
tational simplicity, local operation, and global effect. From Section 2.2.3 onwards
several variants are discussed. An example of local reconnection of mesh elements is
edge swapping. Some standard edge swapping techniques are shown in Section 2.2.6.
In this work a very simple mesh refinement technique is applied (see Chapter 4).
Good overviews of mesh refinement techniques can be found in [57, 111].
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2.2.2 Surface mesh quality

The quality of a surface is related to the number and shape of the triangles that form
the surface. Several metrics can be found in the literature for quantification of the
(improvement of) quality of a surface mesh [8, 12, 102]. Unfortunately, there is no
generally agreed upon definition of mesh quality; the choice of quality metric de-
pends on the subsequent application, e.g., visualisation and finite element modelling
methods. In these applications good quality triangles and a smooth surface are pre-
ferred (visualisation) and even required (FEM) most of the time. Numerical solving
methods put requirements on the shape of triangles to avoid inaccuracies and stress
concentrations. For specific cases quality metrics can be derived based on the approx-
imation function and a known target [12]. Error analyses indicate that finite element
models and most triangle-based surface representation schemes are most accurate
when the triangles are nearly equilateral. Angles close to 180◦ are to be avoided. Mak-
ing triangles more equilateral also works automatically toward elimination of obtuse
triangles from the mesh. A triangulation with only acute triangles is important in
unstructured finite difference approximations to partial differential equations [54].

A common and straightforward approach to determine mesh quality is visual in-
spection [11]. Figure 2.12 on the next page shows an example of two meshes that are
extracted from a CT dataset of a human ankle. The left mesh is apparently of lower
quality than the right mesh.

One approach to quantifying triangle quality is to measure the deviation from
an equilateral triangle. Examples of such metrics are the ratio of shortest edge and
longest edge, and the ratio of the smallest and largest angle. Both metrics yield values
between 0 (bad) and 1 (good, equilateral). The quality of a mesh can now be repre-
sented by a histogram of the quality of all triangles [51]. Figure 2.13 on the following
page shows such a histogram created for the meshes shown in Figure 2.12 on the next
page. The histogram confirms the results of visual inspection: the right mesh has less
low quality triangles and contains more high quality triangles.

Other quality metrics concern the distribution of the minimum and maximum
angles [51], or take the surface area of a triangle into account [8]. An overview of
these triangle quality metrics can be found in Chapter 4.

2.2.3 Laplacian smoothing

Smoothing is a name often given to two distinct processes. First, smoothing refers to
rearranging the vertices of a mesh to improve the quality without altering the shape.
Second, the term smoothing describes the process of removing unwanted detail, e.g.,
removing noise from a surface. Both effects can be achieved by applying Laplacian
smoothing or one of its derivatives.
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Figure 2.12: Visually comparing mesh quality. A mesh extracted from a CT volume of a
human ankle dataset is shown. The initial mesh is on the left (created by the Marching
Cubes algorithm), an improved version is on the right.
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Figure 2.13: Histogram comparing the triangle quality of the meshes shown in Fig-
ure 2.12 (dashed – Marching Cubes mesh, solid – improved mesh). The quality criterion
is the smallest angle divided by the largest angle of a triangle (see Section 4.2.3). The
criterion yields values between 0 (bad) and 1 (good, equilateral triangle).
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Figure 2.14: Laplacian smoothing of an initial polygon (left), in the right image the
center vertex v0 is moved to the average location of the surrounding vertices v6 (right).
The quality of each triangle is indicated. The average quality increases from 0.37 to 0.42.

Laplacian smoothing is part of the class of mesh improvement methods that op-
erate by relocating the vertices of a surface. In its simplest form Laplacian smoothing
moves each vertex of a mesh to the average position of its linked neighbours.

The origin of Laplacian mesh smoothing can be traced back to the grid genera-
tion literature of the late 1960s ¹ [29, 35, 47, 79]. The idea was prompted by the visual
analogy between the solutions to the partial differential equations that describe elec-
trostatic potential and potential flow problems and the generation of smooth struc-
tured grid lines [125, page xiii] (see Figure 2.11 on page 18 for an example of such a
grid). Particularly of interest is the partial differential equation ∇2ψ = 0 — Laplace’s
equation [137, 138]. Any function ψ that satisfies this equation is called harmonic.
The superposition of two solutions is also a solution because the equation is linear.
It can be shown from the calculus of variations that grids generated from the Laplace
equation have the smoothest possible spacing of grid lines [125, page xvii].

The equipotential method [29] regards the lines of a structured grid as two in-
tersecting sets of equipotentials, with each set satisfying Laplace’s equation. Laplace’s
equation can be solved if the boundary conditions are given; all internal nodes can
then be calculated by satisfying the differential equation over the regular grid. The
solving procedure is outlined here for the 2D case (following [29]), generalisation to
higher dimensions is performed similarly. The second derivative of ψ is approximated

¹The first generator for smooth triangle meshes was implemented by R. Maclean in 1958 for the IBM
704 [138]. In 1959 Leith developed a triangle zoner for the IBM 704 which placed each interior mesh
point at the average position of its nearest neighbours by an iterative procedure [137].
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by the central differences

∂ 2ψ
∂ξ 2

=
1

h2
(ψ(ξ +h,η)−2ψ(ξ ,η)+ψ(ξ −h,η)) (2.1)

∂ 2ψ
∂η2

=
1

h2
(ψ(ξ ,η +h)−2ψ(ξ ,η)+ψ(ξ ,η −h)) (2.2)

where (ξ ,η) is the coordinate system and h is the size of a step in either the ξ - or
η-direction. Discretisation of these two equations is performed by setting h = 1, and
substituting the grid coordinates (i, j) for (ξ ,η), yielding the following two difference
equations:

xi+1, j + xi−1, j + xi, j+1 + xi, j−1 −4xi, j = 0

yi+1, j + yi−1, j + yi, j+1 + yi, j−1 −4yi, j = 0 (2.3)

where (x,y) is a node of the grid. Rewriting Equation 2.3 yields

xi, j =
1

4

(
xi+1, j + xi−1, j + xi, j+1 + xi, j−1

)

yi, j =
1

4

(
yi+1, j + yi−1, j + yi, j+1 + yi, j−1

)
(2.4)

in which the averaging quality of Laplacian smoothing can be recognised readily.
Given the locations of points on the boundary of the grid, Equation 2.4 can be used
to calculate the locations of interior points. Figure 2.11 on page 18 is an example of a
mesh that is generated by this method from four boundary curves. The end result is
that each point lies at the average location of its linked neighbours (see Figure 2.14 on
the preceding page).

Generalising Equation 2.4 for arbitrary connectivity – and thus unstructured grids
or meshes – yields

∑
i

wi (xi − x) = 0, ∑
i

wi (yi − y) = 0 (2.5)

where (xi,yi) are the linked neighbours and wi is a weighting function. The weights
are chosen such that ∑i wi = 1. Several of the variants of Laplacian smoothing use this
weighting function to achieve specific results (see Section 2.2.4).

Finally, the complete iterative solving scheme is given by

xn+1 = xn +∑
i

wn
i (xn

i −xn) (2.6)

where x denotes a vertex and n is the iteration number.
The following observations on the relation between Laplacian smoothing and

Laplacian grid generation can be made:
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Figure 2.15: Concave 1-ring neighbourhood. Vertex 0 is moved to the average location
of its linked neighbours, vertex 6. If the surrounding polygon is concave the center can
be located outside and the two triangles 1−2−0 and 1−0−5 invert.

• Grid generation usually generates structured grids that have a fixed connectiv-
ity number, surface meshes have variable connectivity numbers.

• Boundary conditions are usually not specified for surface meshes. Repeated
application of Laplacian smoothing will in these cases shrink the mesh.

Usually, the newly calculated coordinate in Equation 2.6 on the facing page is im-
mediately used for all subsequent Laplacian smoothing of other vertices [47]. How-
ever, it is also possible to take a batch approach where each new vertex location is
calculated and then the entire mesh is updated after all new locations are determined.
In Section 4.5.1 the update mechanisms and their implications are examined in closer
detail.

It is possible to generate geometrically invalid meshes using Laplacian smoothing.
If the polygon defined by the 1-ring neighbourhood of a vertex is concave, then the
application of Equation 2.6 on the preceding page can move the vertex outside the
polygon. The result is that triangles are inverted and the mesh is folded back onto
itself. Figure 2.15 illustrates this problem. If the surrounding polygon is convex then
it is by definition impossible for the central vertex to move outside by the averaging
operation. This problem is explored further in Section 4.5.

To conclude this Section a list is given of some of the properties of Laplacian
smoothing:

• Improves the mesh quality by making triangles closer to equilateral. Also, the
averaging action smoothes the mesh surface.
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• Computationally efficient and easy to implement. Only the directly connected
vertices are needed to move a vertex and averaging is a simple operation. How-
ever, convergence may require many iterations.

• Vertices are not always moved to the optimal position to get the best element
quality for each individual triangle. This can be seen e.g., in Figure 2.14 on
page 21 where, although the average quality increases after a smoothing step,
one of the triangles drops in quality from 0.58 to 0.32.

• Inverted elements can be generated if the center vertex is moved outside the
polygon defined by the 1-ring neighbourhood.

• Uniform triangle size tends to get lost. For example, Figure 2.11 on page 18
shows that the mesh has smaller elements in “complex” regions and larger ele-
ment in “simpler” regions.

• Mesh shrinkage due to missing boundary conditions. Consider a triangulated
sphere; moving a vertex to the average location of its neighbours will always
result in a position closer to the center of the sphere. After repeated application
of smoothing, the sphere noticeably shrinks and will, after a large number of
smoothing steps, collapse into a single point.

2.2.4 Laplacian smoothing variants

The properties of standard Laplacian smoothing have inspired several variants. The
boldest approaches ignore mesh connectivity and perform the smoothing based on
the n-closest neighbours [29, 143]. However, such methods are computationally in-
tensive because of the exhaustive lookups in unstructured meshes. Another generic
adaptation is to move a vertex only if the quality of the triangles improves [31, 51, 52].

Alternate weighting schemes

Most variants are based on some form of weighting the contributions of a vertex and
its linked neighbours [142] (cf. Equation 2.6 on page 22). Setting wi = 1

N , where N
is the number of neighbours yields standard Laplacian smoothing function. Other
weightings that can be found in the literature are:

• Edge-length weighted [15, 56, 120]: wi =
1

|vi − v j|
The contribution of each vertex is weighted inversely proportional to its dis-
tance to the center vertex. By doing so, only the direction of the edge vectors
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is important. It is noted in [120] that this method reduces the amount of geo-
metric errors. It can be deduced that by reducing the importance of the length
of edges the center vertex travels a shorter distance and is therefore less likely to
move outside a concave surrounding polygon.

• Area weighted [22]: wi = areai

The idea behind area weighting is to promote equal area triangles. Different
from normal Laplacian smoothing this method does not use the edge vectors
but the vectors from the central vertex to the centroid of each triangle. Smooth-
ing using the centroids can also be found in [94].

• Desbrun weights [42, 121]: wi = cotαi j + cotβi j, where αi j and βi j are the two
angles opposite to edge ei j in the two triangles having ei j in common. The
total movement of a vertex consists of a normal and a tangential component to
the surface. In some cases the tangential component is unwanted, for example
when the surface is texture-mapped. These weights eliminate the tangential
component. The resulting smoothing affects the shape, but not directly the
quality of the triangles.

• Angle weighted [142]:

Another smoothing approach is based on the angles of the 1-ring neigbour-
hood [142]. A line is constructed through each linked vertex such that the line
bisects the angle of the 1-ring neighbourhood at that vertex (see Figure 2.16 on
the following page). Next, the center vertex is projected perpendicularly onto
each of the bisectors. A new location for the center vertex is then calculated by
averaging the calculated projected points. Although more computational effort
is required than common Laplacian smoothing, better results are achieved in
terms of final mesh quality [142].

Approximate volume preservation

A drawback of Laplacian smoothing is that it will shrink the mesh. One way to coun-
teract this effect is described in [22]. The method works by approximating the volume
difference before and after moving a vertex. Then, the location of the vertex is modi-
fied using this difference to preserve the volume. The volume V of a cone spanned by
the surrounding polygon with center vertex v can be calculated by

V = ∑
f

v ·N f (2.7)
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v0

v1v2

v3

v4

v5

A

B

Figure 2.16: The grey lines bisect the angles of the surrounding polygon at each of the
linked vertices v1,v2,v3,v4,v5. The center vertex v0 is projected perpendicularly onto
each of the bisectors (indicated by the black dots). Point B is the average location of
these projections. For comparison the average of the linked vertices is indicated by point
A.
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where N f is the (not normalised) normal of the incident triangle f . The vertex nor-
mal N is approximated by the average of the triangle normals. Next, the new position
vavg for the center vertex is calculated. Volume preservation is obtained by adjust-
ing the average position along N by a factor λ such that the volume after smoothing
equals the initial volume

(
vavg −λ N

) ·N = v ·N . (2.8)

The multiplication factor λ can then be calculated by

λ =
vavg ·N − v ·N

N ·N
, (2.9)

and the corrected vertex location vnew is calculated as

vnew = vavg −λ N . (2.10)

Signal processing approach to smoothing (Taubin smoothing)

Another view on mesh smoothing can be found in [42, 120, 121] where the repeated
application of Laplacian smoothing is considered as a signal processing problem. The
relocation of a vertex xi under Laplacian smoothing can be written as

∆xi = ∑
j

wi j
(
x j − xi

)
j �= i (2.11)

where j is an index in the 1-ring neighbourhood of xi. Define the matrix W = wi j,
where the elements are zero when vertices are not neighbours. Define the matrix
K = I −W , where I is the identity matrix. Equation 2.11 can now be rewritten as

∆xi = −Kx . (2.12)

The connectivity of the mesh is encoded in the matrix K. The new position after one
smoothing step can be calculated by

xnew = x +λ∆x = (I −λ K)x = f (K)x (2.13)

where λ is a scaling factor between 0 and 1 that controls the speed of the process.
Equivalent to linear filter theory [99] the function f (k) is the transfer function of
the mesh smoothing filter. First, consider n consecutive steps of common Lapla-
cian smoothing; the equivalent transfer function is the polynomial given by f (k) =
(1 − λ k)n. Stable behaviour, i.e., (1 − λ k)n → 0 for n → ∞, is obtained only for
k ∈ (0,2]. All frequency components are attenuated for large n except for the zero
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frequency, which corresponds to the center of gravity of the mesh. This provides an-
other explanation for the shrinking of the mesh using Laplacian smoothing. Now,
the entire toolbox of linear filter design is at our disposal to create filters to smooth a
mesh. In [121] a set of filters is created for low-pass filtering of a mesh.

One example of filter design for smoothing is the λ |µ algorithm [120, 121]. Based
on the filter theory above a low-pass filter is designed that prevents the shrinking of
the mesh. The following second-degree transfer function is used

f (k) = (1−λ k)(1−µk) (2.14)

where µ < −λ < 0. In terms of Laplacian smoothing this transfer function corre-
sponds to performing two steps: first a step with the positive scaling factor λ , fol-
lowed by a step with the negative scaling factor µ . The shrinking in the first step is
compensated by an opposite movement of a vertex in the second step. A thorough
overview of this type of filter design can be found in [122].

Note that stable convergence of the filter does not automatically imply that the
surface remains free of artifacts. As mentioned before, if the surrounding polygon of
a vertex is concave then there is always the possibility of moving the vertex outside
and inverted triangles are created.

Diffusion and curvature flow

Up until now iteration is used to move the vertices of the mesh. The alternative is
to solve a set of partial differential equations. This approach is taken by [42], where
a method is described to smooth a mesh by using the sparse nature of the involved
matrices and by using an implicit integration scheme.

2.2.5 Visual overview

Finally, at the end of this Section on smoothing techniques a visual overview of the
effect of all weighting schemes is shown. Figure 2.17 on the facing page illustrates the
effect of each method. Note that the Desbrun weighting does not move the center
vertex because the triangles are co-planar.

2.2.6 Edge swapping techniques

Edge swapping is a topology altering mesh improvement technique. The concept is
shown in Figure 2.18 on page 30. Two triangles that share an edge can be considered
as a quadrilateral. The edge is swapped if the mesh improves. Several criteria can be
used to determine if an edge swap improves the mesh. Straightforward techniques are
the shortest edge and the Delaunay criteria. The shortest edge criterion swaps an edge
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(a) Laplace (b) Laplace (centroids) (c) Length weighted

(d) Inverse length
weighted

(e) Area weighted (cen-
troids)

(f) Inverse area weighted
(centroids)

(g) Taubin (h) Desbrun (i) Angle criterion

Figure 2.17: A visual overview of the smoothing approaches.
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v3

v2

v1
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(b) After swap
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v4

a

(c) Delaunay criterion

Figure 2.18: Edge swapping. The Delaunay criterion swaps edge a if vertex v3 is located
outside the circle through the three other vertices.

if the resulting edge after swapping is shorter. The Delaunay criterion is illustrated in
Figure 2.18(c). Here, a circle is fitted through three of the four vertices that form the
quadrilateral. If the fourth vertex is inside the circle then the edge is swapped.

One of the targets of mesh improvement is to create triangles that are as equilat-
eral as possible. The degree d or connectivity number of vertex v in a mesh is the
number of incident edges to that vertex. The only way to fill a flat surface with equi-
lateral triangles is to have d = 6 at all vertices. In that case, each of the incident angles
around a vertex can be equal to 60 degrees. An edge swapping approach that is based
on the connectivity of a vertex is described in [54]. The method defines a relaxation
index E by

E = (d1 −6)+(d2 −6)+(d3 −6)+(d4 −6) (2.15)

where the subscripts correspond to the four corners of the quadrilateral formed by
the vertices in Figure 2.18. An edge is swapped if the relaxation index after swapping
is lower than before swapping. By doing so, edge swapping promotes the creation of
vertices with d = 6 and consequently, potentially equilateral triangles.

A problem with the previous definition of the relaxation index is that edges can
start to oscillate between two states. To prevent oscillation the relation index is rede-
fined [18] as

Eb = (d1 −6)2 +(d2 −6)2 +(d3 −6)2 +(d4 −6)2 . (2.16)

If the quadrilateral formed by two triangles is concave then extra precautions have
to be taken to ensure that an edge swap does not result in an invalid mesh. Section 4.5
describes some of the techniques we have used to ensure mesh validity.
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2.3 Combined techniques

Methods from the fields of segmentation, and mesh generation and optimisation are
rarely combined. Commonly, data is segmented, a surface is reconstructed and if the
surface mesh is not acceptable, for example if it consists of too many polygons or
is not smooth (enough), then mesh optimisation techniques are applied. Although
mesh improvement methods try to keep surface properties, such as area or volume,
constant, the connection between the surface and the data is lost. A combined ap-
proach that integrates both worlds has clear advantages, as is shown in Chapters 3
and 4.

One example of a combined approach is SurfaceNets [27, 60], a local mesh ex-
traction method based on intensity values of the data (iso-surface extraction) that
also incorporates mesh optimisation techniques. A mesh is generated at the voxel
level. Subsequently, smoothing and surface detection are performed alternatingly. In
this way, an accurate and smooth mesh is generated consisting of triangles of im-
proved quality. The SurfaceNets technique requires few parameters. The dependence
on an iso-value limits the field of application. Also, the mesh is created at the voxel
level and contains a large amount of triangles, which impedes post-processing and
further analysis.

A locally deformable surface model is proposed by Snel [115]. Here, mesh op-
timisation techniques are executed during the minimisation of the energy function
E. Triangulations are regularized by vertex averaging and the surface is resampled to
obtain triangles with an approximate prescribed area. In this way, a smooth mesh is
generated consisting of high quality triangles. Accuracy is maintained by scale-space
relaxation perpendicular to the mesh surface. However, reproducibility is limited
due to the manual tuning of weight factors in the energy function. Furthermore, the
two different smoothing operators are applied simultaneously, with the risk that the
methods are cancelling each other out.

2.4 Roadmap

In this Chapter an overview is given of methods that form the basis or are related to
the methods that are developed in the following Chapters. In the literature a large
amount of work can be found on surface extraction and mesh improvement. How-
ever, techniques in which the two are integrated are not often found. Surface ex-
traction methods create accurate surfaces, but do not take the triangle quality into
account. On the other hand, mesh improvement techniques improve the quality of a
surface but it is entirely possible that accuracy is lost. In the next two Chapters meth-
ods are developed that combine surface extraction and mesh improvement such that
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both goals are achieved. In Chapter 3 a method based on iso-surface extraction is
presented, called SurfaceNets. The ideas that are developed in this Chapter are taken
a step further in Chapter 4 where an edge-detection based method is developed. The
creation of an initial mesh for an iso-surface based method can be done by a simple
thresholding. However, this is not possible for edge detection. A method to create
such an initial mesh is presented in Chapter 5.
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Abstract
Simulation of soft tissue deformation is a critical part of surgical sim-
ulation. An important method for this is finite element (FE) analysis.
Models for FE analysis are typically derived by extraction of triangular
surface meshes from CT or MRI image data. These meshes must fulfill
requirements of accuracy, smoothness, compactness, and triangle qual-
ity. In this paper we propose new techniques for improving mesh triangle
quality, based on the SurfaceNets method. Our results show that the cre-
ated meshes are smooth and accurate, have good triangle quality, and
fine detail is retained.
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3.1 Introduction

In recent years, endoscopic surgery has become well established practice in perform-
ing minimally-invasive surgical procedures. In training, planning, and performing
procedures, pre-operative imaging such as MRI or CT can be used to provide an en-
hanced view of the restricted surgical field. Simulation of intra-operative tissue defor-
mation can also be used to increase the information provided by imaging. However,
accurate simulation requires patient-specific modeling of the mechanical behavior of
soft tissue under the actual surgical conditions.

To derive an accurate and valid model for intra-operative simulation, we propose
a five-stage process:

1. Image data acquisition (MRI, CT)

2. Image segmentation

3. Deformable tissue model generation

4. Intra-operative simulation of tissue deformation, guided by actual surgical con-
ditions and/or intra-operative measurements conditions

5. Enhanced intra-operative visualization

In order to simulate tissue deformation, many authors have proposed finite ele-
ment (FE) analysis of the relevant structures (see for example [24, 39, 74]). The FE
models are commonly initialized by supervised segmentation of preoperative image
data, resulting in a classification accurate to the pixel level. Using a surface extrac-
tion technique such as the Marching Cubes algorithm [81], the result is converted
into a set of triangular meshes representing the surfaces of relevant organs. Such a
representation can then be imported into an environment for FE analysis.

For optimal mechanical modelling and visualization, the triangular surface mod-
els should meet the following requirements :

• Accuracy: the representation of the organ surface geometry should be suffi-
ciently accurate;

• Smoothness: the model should conform to the smooth organ boundaries. Sharp
corners should be avoided as these can cause disturbing artifacts such as stress
concentrations;

• Compactness: to achieve fast response times, the number of elements (triangles)
in the model should be minimal; the resolution of the triangle mesh should be
considerably lower than the medical image, with minimal loss of accuracy;
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• Triangle quality: the shape of the triangles in the mesh should be as near as
possible to equilateral to avoid FE errors and visualization artifacts.

Segmentation commonly results in a binary image (i.e., classification at pixel
level). Extracting a surface from these binary data results in a triangulated surface
model that does not meet all of the requirements above. The smoothness of the mesh
can be poor due to quantization effects, showing ridges or terraces. Some solutions
to this problem are inadequate. For example, Gaussian prefiltering of the binary
image (before surface extraction) reduces accuracy, and significant anatomical de-
tail (such as narrow ridges and clefts) may be lost, while insufficient smoothness is
achieved [61].

In addition, the number of triangles generated by surface extraction may be very
large. Compactness may be improved using mesh decimation techniques [58, 92], but
these techniques are usually most effective with smooth meshes. Thus, smoothing of
a surface mesh with minimal loss of accuracy is useful to avoid errors in FE analysis
and for reducing mesh size. Exploiting the original greyscale data rather than binary
segmented data can help to achieve this.

Recently, a technique called SurfaceNets was proposed to optimize a triangle mesh
derived from binary data [60]. In this paper, the SurfaceNets method is extended to
incorporate greyscale data. Several new techniques are examined and compared with
Marching Cubes.

The paper is organized as follows. Section 3.2 briefly describes the basic Sur-
faceNets method, the extension to incorporate grey-scale data and new techniques
for achieving smoothness, accuracy, and good triangle quality. In Section 3.3 these
techniques are evaluated with respect to the requirements for mechanical modeling
and visualization listed above. Finally, Section 3.4 summarizes our findings and draws
conclusions.

3.2 Techniques

This section presents a brief explanation of the original SurfaceNet method (largely
following [60]) which assumes that a binary segmentation of the original data exists.
Then, two techniques will be introduced that utilize the greyscale image data during
relaxation of the SurfaceNet.

3.2.1 Generating a SurfaceNet from binary data

The goal of the SurfaceNet approach is to create a globally smooth surface that retains
the fine detail present in the original data. Generation of the surface net for binary
data consists of the following four steps [60]:
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(a) Before linking the nodes. (b) After linking the nodes.

Figure 3.1: Building a SurfaceNet. The white squares represent voxels, the thick black line
represents the edge of an object and the grey squares are cells with nodes represented by
white circles in the center.

1. Identify nodes of the SurfaceNet;

2. Create links between the nodes;

3. Relax node positions while maintaining constraints on node movement;

4. Triangulate the SurfaceNet for visualization and FE analysis.

The first step in creating a SurfaceNet is to locate the cells that contain the sur-
face. A cell is formed by 8 neighbouring voxel centers in the binary segmented data
(Figure 3.1 presents the 2D case as illustration). If all eight voxels have the same bi-
nary value, then the cell is either entirely inside or entirely outside of the object. If,
however, at least one of the voxels has a binary value that is different from its neigh-
bours, then the cell is a surface cell. The net is initialized by placing a node at the
center of each surface cell (step 1). Subsequently, links are created with nodes that
lie in adjacent surface cells (step 2). Assuming only face connected neighbours, each
node can have up to 6 links (corresponding to right, left, top, bottom, front and back
neighbours). Once the SurfaceNet has been defined, each node is moved to achieve
better smoothness and accuracy (“relaxation”, step 3) subject to the constraint that
each node must remain within its original cell. The relaxation process is described in
more detail in the next section.

3.2.2 Improving smoothness

Once a SurfaceNet has been defined, the node positions are adjusted to improve the
smoothness of the surface. This is often desirable to remove furrows and terraces due
to the binary segmentation. Let us first only consider the smoothness of the net.
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a

pold

c (a)

Figure 3.2: Position constraint of a node. If pold + a is outside the cell boundary, the
function c is used such that pold + c(a) is on the cell boundary.

One way to smooth the surface is to move every node to the average position of its
linked neighbours [47]. The vector a pointing from the current position of the node
pold to the average position is calculated as:

a =
1

N

N

∑
i=1

pi −pold (3.1)

where pi corresponds to the position of a linked neighbour and N is the total number
of neighbours of this node.

It may well be that the average position is outside the original cube and therefore
diverges from the initial segmentation. To impose conformance, the relocation vector
a is constrained to stay within the boundaries of the original cell by the function c (see
Figure 3.2):

pnew = pold + c (a) . (3.2)

Here, c is defined to satisfy the proper constraint of the node position such that pnew

is always within the boundaries of the cell. Note that this approach is different from
the original SurfaceNet method which simply clips the new position’s x, y, and z co-
ordinates to cell boundaries when the new position falls outside the cell.

The relaxation is implemented in an iterative manner by considering each node in
sequence and calculating a relocation vector for that node. The SurfaceNet is updated
only after each node in the net has been visited. This procedure is repeated until the
number of iterations has reached a preset threshold, or when the largest relocation
distance is less than a given minimum value.

3.2.3 Increasing accuracy using greyscale data

The technique described above ignores all greyscale information in the dataset after
building the SurfaceNet. The nodes shrink-wrap around the object without trying to
conform to an iso-surface of the data. This is reasonable when the binary segmenta-
tion is the best estimate of the object. However, if the object surface can be estimated
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(a) Using the gradient method (b) Combining the methods

Figure 3.3: Using the gradient method for relaxation the nodes (white circles) are pro-
jected onto the iso-surface (thick line, left). The combined relaxation technique also
spaces out the nodes along the iso-surface (right).

to lie at an iso-surface of the image data, this iso-surface can be used to increase the
accuracy of the SurfaceNet.

Let us assume that the true object surface can be obtained by drawing an iso-
surface (at Iiso) in the original greyscale data. For instance, in many CT based ap-
plications the Marching Cubes algorithm is used to approximate the object shape in
this way. By definition, at a given point the greyscale gradient vector is perpendic-
ular to the iso-surface through that point. Thus, to enhance accuracy; a node can
be displaced along the gradient vector to the iso-surface (see Figure 3.3(a)). This is
expressed as:

g = SIGN(Iiso − I (pold))∇pold . (3.3)

Here, SIGN is a function that returns the sign of its argument, I(pold) is the in-
terpolated intensity and ∇pold is the normalized gradient vector at pold. The latter
vector is obtained either by a central difference gradient method or by convolution
with Gaussian derivatives.

The node position is updated by:

pnew = pold + c (dg) . (3.4)

In this equation, d is a scaling parameter representing the distance to the iso-surface.
The value of d can be estimated by assuming a linear image field near the iso-surface
and interpolating the greyscale values at the node and at a point sampled along the
vector g. As in Equation 3.2 on the page before, c imposes a position constraint on
the node to stay within the boundaries its cell.
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3.2.4 A combined approach

Combining the methods presented in Section 3.2.2 and Section 3.2.3, we obtain a
surface that fits the iso-surface of the data and is also globally smooth. To combine
these features, a node should be displaced to obtain better smoothness within the
iso-surface. The combination is made by first calculating the projection ap of the
averaging vector a on the plane perpendicular to the gradient g (cf. Equation 3.1 on
page 37, Equation 3.3 on the preceding page):

ap = a− g (a · g) . (3.5)

Subsequently, the combined displacement function is defined as:

pnew = pold + c
(

ap +dg
)

. (3.6)

This formula combines relocation towards the iso-surface with smoothing in the
orthogonal plane (i.e., on the surface). This can be seen in Figure 3.3 on the facing
page where the nodes are first projected onto the line and then evenly spaced out
along the line by the averaging. Again, c ensures that the new position of each node
is always within the boundaries of its original surface cell. Note that there may be
some tension between the goals of a smooth SurfaceNet and one that fits the iso-
surface. One of these goals can be favored over the other either by weighting the
independent contributions differently or by applying them sequentially rather than
simultaneously; ending with the favored goal.

3.2.5 Triangulation

After relaxation the SurfaceNet is triangulated to form a 3D polygonal surface. We
have simplified the original triangulation process described in [60]. Instead of directly
building the triangles, first quadrilaterals are identified. There are three sets of four
links of a node that lie in a plane (e.g., the left, right, top, and bottom links of a node
lie in a plane) (see Figure 3.4 on the next page). In each plane the connected nodes
form quadrilaterals and each node is a vertex of at most four quadrilaterals. In order
to find all quadrilaterals it is sufficient to check in each plane one “corner” of a node.
For example, in Figure 3.4(d) on the following page, all quadrilaterals are found by
checking the upper right region of a node.

After relaxation each quadrilateral is triangulated using either a shortest diagonal
or a Delaunay criterion [47]. Either of these criteria creates triangles that result in a
smoother shape than choosing a fixed configuration. The resulting triangle mesh can
be rendered using standard 3D graphics techniques.
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(a) (b) (c) (d)

Figure 3.4: Three possible configurations for a quadrilateral. For each main direction
only the top right corner has to be checked for a quadrilateral (right).

3.3 Results

To evaluate the relative effectiveness of the presented techniques, the SurfaceNet is
compared to Marching Cubes, which is the standard iso-surface extraction tool [81].
The effectiveness of each technique will be tested against the requirements listed in
Section 3.1. Each of these requirements is measured as follows.

• A measure expressing the local smoothness of a polygon mesh is given in [130].
As a first step, the angles αi of all triangles around a vertex are summed. If all
triangles connected to a vertex are coplanar this sum is equal to 2π . A measure
of the local smoothness at a vertex is defined by 2π −∑αi, the absolute value
of which is then averaged over all vertices.

• A simple and direct measure for triangle quality is found upon division of the
smallest angle of each triangle by its largest angle. If the triangle is equilateral
this expression is equal to 1.

• The accuracy is expressed by the unidirected modified Hausdorff distance that
represents the mean distance of the generated mesh to a reference shape [43]:

Have(S1,S2) = 1/N ∑p∈S1
e(p,S2) (3.7)

where e is the minimum distance between a point and a surface, and S1 and S2

are two surfaces.

Using these measures, the following experiments are conducted. Two volumes,
containing greyscale images of distance maps of respectively a plane and a sphere were
created, where the greyscale values were stored as floats. An iso-surface is extracted
using Marching Cubes (MC), a SurfaceNet with averaging (SNA) and a SurfaceNet
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with the combined technique (SurfaceNet with Extended Relaxation and Triangula-
tion SNERT) as presented in Section 3.2. These surfaces are compared to the exact
reference shape. The results of this comparison are shown in Table 3.1 on the next
page.

Comparing the quality of the triangles for each method shows that both SNA
and SNERT produce triangles of a higher quality than MC for the plane as well as the
sphere. Also, in the case of the plane the MC and SNERT method produce a smoother
(=flatter) surface than SNA. The sphere has a constant curvature that corresponds to
the smoothness outcome of MC and SNERT. SNA shrinks the mesh and pulls the
nodes away from the iso-surface accounting for the lower smoothness and accuracy.
The accuracy of the SNERT surface is lower than MC because the nodes are placed
according to the trilinearly interpolated values. However, the error at the vertices for
SNERT is smaller than the error at the face centers for the Marching Cubes generated
sphere.

To illustrate the effectiveness of our technique a graphical example is shown in
Figure 3.7 on page 44. Clearly, the SNERT surface is as flat as the MC surface and the
triangles have higher quality. Figure 3.6 on page 44 shows the mesh generated by MC
and SNERT on a dataset containing two overlapping spheres. The average triangle
quality for the Marching Cubes mesh is 0.64, for the SNERT mesh this number is
equal to 0.93.

In addition to the results presented, several experiments were done on true grey-
scale MRI and CT data. Figure 3.5 on page 43 shows a histogram of triangle quality for
meshes generated by MC and SNERT from a greyscale CT dataset containing part of a
human ankle. It can be seen that the SNERT mesh contains less low quality triangles
and contains more high quality triangles. Figure 3.8 on page 45 shows the meshes
generated from a CT-scan of a human ankle. Lastly, Figure 3.9 on page 45 shows a
close-up of the bladder extracted from a 256x256x61 MRI dataset of the abdomen of
a female patient.

3.4 Conclusions

Finite element analysis is a standard way to simulate soft tissue deformation. For
proper modelling, triangular mesh models must satisfy requirements of accuracy,
smoothness and triangle quality. Several approaches proposed in the literature do
not meet these requirements (e.g., Marching Cubes in combination with low pass
filtering).

In this paper we extended the SurfaceNet method, and evaluated two variants.
Optimization of a triangle mesh was performed by averaging vertices, stepping in the
direction of the gradient to the iso-surface, and a combined approach.
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Figure 3.5: Histogram of triangle quality for meshes generated using Marching Cubes
and a SurfaceNet. The mesh was generated from a CT scan of an ankle. The peak at
0.5 indicates that many right triangles are generated (quality measure is smallest angle
divided by largest angle of a triangle).

From visual inspection of test objects, the meshes generated by a SurfaceNet ap-
pear to be of similar quality as those created by Marching Cubes. This is backed up by
measurements. The SurfaceNet meshes are more suitable for finite element modelling
as they are significantly smoother and have a low number of poor quality triangles.

We conclude that SurfaceNet creates a globally smooth surface description that
retains fine detail.

Future research will focus on improving the performance of the SurfaceNets tech-
nique and developing suitable mesh reduction techniques for finite element analysis.
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Figure 3.6: Two spheres partly overlapping. Meshes generated by Marching Cubes (left)
and SNERT (right). Both meshes have the same number of triangles.

Figure 3.7: Generated mesh using Marching Cubes (left) and SurfaceNets (smooth-
ing+gradient) (right). A view of a plane is shown.
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Figure 3.8: Mesh generated by Marching Cubes (left) and SurfaceNet (right) on a
greyscale image of an ankle. The dataset is a CT-scan with dimensions 132×141×69.

Figure 3.9: View of a bladder extracted using Marching Cubes (left) and using Sur-
faceNets (right).
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3.5 Addendum

3.5.1 Recent developments

Extended Marching Cubes [73] is an extension of Marching Cubes (see Section 2.1.2)
that improves the appearance of sharp edges in the extracted mesh. Each cell is clas-
sified either as normal or as having a sharp feature (sharp edge or corner). Normal
cells are processed as usual by MC. In feature cells an extra point is inserted in the
cell on the location of the feature and a triangle fan is constructed with the inserted
point as center. Finally, an edge swap (see Section 2.2.6) is applied if two features
are connected after swapping. This adaptive technique retains sharp features in the
image. The insertion of a point in a cell puts EMC somewhere inbetween MC and
SurfaceNets. Consequently, SurfaceNets can easily be extended to include the place-
ment of a vertex on a feature idea from EMC.

In [69] the SurfaceNets datastructure is seen as the dual of MC (vertices of the
SurfaceNets mesh correspond to faces of the MC mesh and vice versa). In the paper
an alternative to the feature classifier of EMC is presented that uses the SurfaceNets
datastructure to build a mesh.

In [134] a level-set approach [100] is taken to the problem of extraction of sur-
faces from binary volumes that is inspired by SurfaceNets. The method is interesting
because it does not use an explicit surface model. Instead, it operates directly on the
volume and it is equally easy to extract a surface or a volume. The latter is of interest
for volume rendering techniques.

3.5.2 Further work

Exact iso-surface intersection

An alternative to the simple iterative interpolation scheme that is used by SurfaceNets
(see Section 3.2.3) is to calculate the intersections with the iso-surface by using the tri-
linear interpolation function directly. By doing so, repeated interpolation steps would
be prevented. The trilinear interpolation function f (α,β ,γ) (see Figure 3.10(a) on
the next page) is defined by

f (α,β ,γ) =d1(1−α)(1−β )(1− γ)+d2α(1−β )(1− γ) (3.8)

d3(1−α)β (1− γ) +d4αβ (1− γ)
d5(1−α)(1−β )γ +d6α(1−β )γ
d7(1−α)βγ +d8αβγ
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Figure 3.10: Given a point p, a vector g and a threshold t , calculate the intersection
p +λ g with the isosurface.

where (α,β ,γ) is the local coordinate in the cube and di are the data values at the
eight corners. Using this function a position is sought such that

[αβγ] = p +λ g . (3.9)

Substituting Equation 3.9 reduces Equation 3.8 on the preceding page to a polyno-
mial in λ of degree 3. Solving for λ yields three roots, of which the real-valued ones
correspond to the iso-surface intersections. Unfortunately, it is possible to entirely
miss the iso-surface as is shown in Figure 3.10. Therefore, it is necessary to repeat the
intersection calculation in those cases and the advantage of stepping at once to the
correct intersection using the trilinear interpolation function is lost. The same argu-
ment can be made for other intersection calculation methods. Of course, the EMC
approach described in Section 3.5.1 to place a node according to a feature is interest-
ing in this respect, but has not been implemented by us. In [69] this point placement
method is used, but without the sequential mesh updating method.

Adaptive cell size

An approach that was considered to reduce the number of triangles was to use an
adaptive cell size, based on a measure of surface complexity (curvature, planarity).
For example, a block of eight cells could be merged into a single cell. The data struc-
ture would need to be reconsidered because the fact that the maximal number of
neighbours is not higher than six is used extensively. Using an adaptive cell size can
create nodes that are linked to many other nodes.
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Gradient search

The extraction of objects from newer MRI datasets could not be performed using iso-
surfacing. After the publication of this paper we investigated the possibility of moving
a node according to an edge detection algorithm. Quickly, it became apparent that
the confining structure of the cells was too restrictive for edge detection. For example,
nodes would have to move outside a cell in order to find a local maximum of the image
gradient magnitude. A new approach was needed and the next Chapter is the result
of that research.
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Abstract
Visualization of medical data requires the extraction of surfaces that rep-
resent the boundaries of objects of interest. This paper describes a method
that combines finding these boundaries accurately and ensuring that this
surface consists of high quality triangles. The latter is important for sub-
sequent visualization and simulation. We show that the surfaces created
using this method are both accurate and have good quality triangles.
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4.1 Introduction

Analysis of 3D medical images is aided by creating 3D surface representations that
describe the boundaries of anatomical structures. A triangle mesh facilitates viewing
and manipulating the data easily. Apart from that, these meshes can be used to cal-
culate metrics on its size and shape. Applications include computer aided diagnosis,
surgical planning, and simulation.

Extracting a mesh, or segmenting data, requires detecting and grouping of parts
in the data that share certain characteristics. A straightforward method to segment
data is isosurfacing (e.g., Marching Cubes [81]), where points that share the same
greyscale value (the isovalue) are assumed to describe the surface. However, this
assertion does not always hold due to noise and bias (e.g., in Magnetic Resonance
Imaging).

Another approach to segmenting is to identify objects by an edge: an abrupt
change in greyscale intensity. By doing so, the exact greyscale value of the points
on the boundary is not relevant. Edge detection is also hampered by noise due to the
sensitivity of the derivative operator to high frequency noise. Therefore, a Gaussian
derivative is often used to suppress noise. Unfortunately, the reduction of noise co-
incides with dislocation of edges. A good trade-off is achieved between detecting and
locating edges and suppressing noise by using a scale-space approach [6, 49].

The quality of an extracted mesh is important for subsequent processing steps,
such as visualisation and finite element modeling methods. Here good quality trian-
gles and a smooth mesh are preferred and sometimes even required (see Section 4.2.3).
Surface extraction methods such as deformable models [86, 115] and snakes [80, 101]
do not explicitly attempt to produce meshes of good triangle quality. Apart from
that, deformable models and snakes require several parameters that have to be tuned
for each case. Therefore, it is difficult to maintain reproducibility. The SurfaceNets
method does take triangle quality into account, but is limited to isosurfaces [27, 60].
The conventional approach is to proceed after extraction by applying mesh improve-
ment techniques. However, this is an undesirable situation because such techniques
are purely geometrical and topological methods. The connection is lost between the
mesh and the original data.

Summarizing, a good mesh extraction method should meet requirements con-
cerning accuracy (edge detection), reproducibility (number of parameters), and tri-
angle quality and smoothness of the generated mesh.

In this paper we present a new method that produces meshes that fulfill these
criteria and does not lose the connection with the greyscale data. Our main contri-
bution is the combination of two types of methods: multi-scale edge detection and
mesh improvement. We will discuss several novel adaptations of the techniques used,
and we show how the number of user-specified parameters is kept to a minimum.
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Figure 4.1: Constraining regions based on (from left to right) Voronoi, edge midpoint
and centroid criterion. The triangulation does not meet the Delaunay criterion, hence
the odd shape. The edge midpoint does not cover the entire surface. The centroid
method is insensitive to the Delaunay criterion and fills the entire mesh area.

In the next Section first each of the techniques indicated above is explained, fol-
lowed by our method of applying these techniques. Section 4.3 shows the results of
our method when applied to synthetic and to medical data. Conclusions and future
research can be found in Section 4.4.

4.2 Methods

To achieve the goals and criteria outlined in Section 4.1 a two-fold approach is used
in which high quality scale-space edge detection and mesh improvement methods are
combined. Our approach consists of alternating between edge-detection and mesh
improvement until a desired result is obtained. Each of the separate methods is ex-
plained below, followed by aspects of the combination.

4.2.1 Scale-space edge detection

Edge detection based on image gradients is the identification of intensity changes be-
tween a region of interest and its surroundings. The modulus of the first derivative
of an image has a local maximum at locations corresponding to edges. However,
high-frequency noise will yield local maxima as well. Therefore, noise suppression
is necessary. A common solution to this problem is to apply a low-pass filter to the
image. Although this suppresses noise, it dislocates and suppresses edges also. The
Gaussian kernel optimises the criteria of good signal-to-noise ratio and good locali-
sation simultaneously [32]. The parameter σ of the Gaussian kernel determines the
level of smoothing that is applied to the image.
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Scale-space theory embeds an image in a one-parameter family of derived images:
the scale space [49, 139]. A stack of images is created by convolving the original image
with increasingly smoothing Gaussian derivative kernels.

The image corresponding to the largest value for σ is severely blurred, but noise
is suppressed. In this image the detection of edges is a simpler task. Once an edge is
detected, the found location is taken as the initial position in the image corresponding
to the next lower value for σ . This process continues until the lowest σ is reached. At
this point the edge is localised completely.

In order to limit the search space a simple representation of the object to extract
is required. This coarse segmentation does not need to be accurate but an estimate of
the maximum distance from the mesh to the real object is required. The search for
edges is limited to the region indicated by the mesh and the maximum distance.

The following three important points have to be addressed: 1) selecting the upper
and lower bound of σ , 2) sampling the scale space, and 3) locating the edge (selection
of maximum).

The upper and lower bound σ selection is important because not every scale is
relevant. The upper bound effectively determines the region of capture of the edge
detector and is set equal to the maximum deviation of the initial mesh to the real
object. The lower bound of σ is set equal to voxel length.

Next, a discrete set of σ ’s between the upper and lower bound of σ is calculated. A
straightforward linear sampling is not appropriate because this might lead to aliasing
at fine scales and over-sampling at coarse levels of scale. We have chosen for a log-
arithmic sampling method described by σi = n

√
2i [128]. The number n determines

how many times σ is sampled per doubling of the scale parameter. By doing so, a
proper and intuitive sampling is obtained because a large σ corresponds to a large
stepsize and a small σ corresponds to a small stepsize.

At every vertex in the initial mesh the grey scale gradient vector is calculated.
Along this vector the search for the edge is performed. The search window is made
scale-relative to avoid distraction by spurious edges. The total width of the search
window is set equal to 2σ . At five points along the line the modulus of the gradient
is calculated with step size equal to 0.5σ . The point corresponding to the maximum
value of the five points is the starting point in the next lower scale. Sampling the
search window at 5 discrete positions introduces an uncertainty of half the step size.
Because the lowest scale we encounter is σ = 1, the localisation will have an uncer-
tainty equal to 0.25 voxel lengths. When going from one scale to the next lower the
new search window is placed centered at the found maximum. If the new window
exceeds the boundaries, it is translated along the gradient vector until it is completely
located inside the region of capture. Without this correction the search could move
outside the region of capture of the detector.
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4.2.2 Mesh improvement techniques

Mesh improvement techniques operate either on the geometry or the topology to
improve the quality of a mesh [51] (for measures of mesh quality see Section 4.2.3).
Geometric methods reposition vertices, whereas topological methods operate on the
connections between the vertices. For our work we have chosen one of each type:
Laplacian smoothing (geometric) and edge swapping (topological).

The Laplacian smoothing operator SL (see e.g., [51]) moves each vertex vi of a
mesh to the average position of its N linked neighbour vertices v j by

v̄i
L = SL(v j) =

1

N

N

∑
j=1

v j , j �= i .

The position of each vertex in the mesh is updated after all new positions are calcu-
lated.

Advantages of Laplacian smoothing are that it is a computationally inexpensive
operation, it produces a mesh with a smooth surface, and it does not require any
parameters to tune. Disadvantages of this method are that it does not guarantee an
increase of the triangle quality (e.g., vertices placed symmetrically around a vertex),
it shrinks the mesh, converges slowly, and it can introduce geometric errors.

A geometric error is an inversion of the triangle orientation, which is detected
by a change in direction of the triangle normal (e.g., pointing outward from a closed
object surface). To prevent geometric errors a region of constrained movement for
each vertex is created. These regions should be mutually exclusive and collectively
exhaustive. By doing so, the region of movement for each vertex is as large as possible
without the possibility of geometric errors. Figure 4.1 shows three constraining re-
gions. The first is a Voronoi region. Here, the regions are constructed by connecting
the regions created by a Delaunay triangulation (i.e., the circumcircle of each triangle
is an empty circle). The figure shows that if the mesh does not meet the Delaunay cri-
terion the regions overlap. The second idea is to connect the midpoints of the edges
as is shown in Figure 4.1. The regions do not overlap, but do not cover the entire
surface area either. We propose a new method where we create an allowable region of
movement for each vertex by connecting the centroids of the triangles surrounding
the vertex. This method covers the entire mesh surface and the regions are mutually
exclusive.

Our centroid smoothing method SC prevents geometric errors and is expressed
as a weighted sum of standard Laplacian smoothing SL and the current vertex vi

v̄i
C = SC(vi,v j) =

1

3
vi +

2

3
SL(v j) .

Edge swapping is a technique to improve the quality of the triangles in a mesh.
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Figure 4.2: A comparison of three triangle quality criteria. Starting with an equilateral
triangle the top vertex is moved along the line indicated by the arrow until the triangle
is degenerate. At each point along the line the quality is calculated and displayed in the
graph.

Each pair of triangles sharing an edge is considered as a quad with the edge as a diag-
onal. According to a criterion the edge is swapped, or not.

Here, the edge swapping algorithm proposed by [54] and improved by [19] is
used. The algorithm improves the regularity of a mesh. For each quad in the mesh
a relaxation index Ri is calculated that depends on the connectivity number of each
vertex. Let the degree of the four vertices be d1, d2, d3, and d4, then Ri is defined by
Ri = (d1 − 6)2 +(d2 − 6)2 +(d3 − 6)2 +(d4 − 6)2. An edge is swapped if the relax-
ation index after swapping is closer to zero. This method actively creates vertices with
connectivity number 6, which allows all the incident angles to be close to 60 degrees.

4.2.3 Quality measures

The edge detector places vertices on the edge with an a priori known inaccuracy of
0.25σ . The inaccuracy of a mesh is defined by the distance from the centroid of each
triangle to the surface as defined by the edge detector, averaged over all triangles.

There is no generally agreed definition of mesh quality; the quality measure de-
pends on the subsequent use of the generated mesh. For specific cases quality indica-
tors can be derived based on the approximation function and a known target. More
generally, the consensus appears to be that a good quality mesh consists of triangles
with not too small and not too large angles. Apart from that, meshes with regular or
smoothly varying elements are “visually pleasing” [12].

A simple approach is to define the equilateral triangle as the highest quality trian-
gle. Straightforward expressions of the quality of a triangle are the ratio of the shortest
edge to the longest edge and the ratio of the smallest to the largest angle. Both criteria
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define the equilateral triangle as the perfect triangle with quality 1 (one). However, it
is required that an ideal mesh (with average quality 1) consists of equal-area triangles.
Therefore, a third criterion is considered that weighs the area A of the triangle in the
quality measure [8] (the area of a unit equilateral triangle is

√
3/4. The criteria are:

qlength =
min(|e1|, |e2|, |e3|)
max(|e1|, |e2|, |e3|) ,

qangle =
min(α,β ,γ)
max(α,β ,γ)

,

qarea =
4
√

3A

|e1|2 + |e2|2 + |e3|2

where edges are indicated by ei, angles are represented by α , β and γ and A denotes
the area of the triangle.

Figure 4.2 shows a graphical representation of the behaviour of the quality func-
tions in a specific situation. Clearly, the qlength criterion is not well behaved, because
for increasingly lower quality triangles the criterion outcome increases. The qangle and
qarea criteria are well behaved because they are bijective and monotous mappings. We
have chosen the qarea criterion for our experiments.

4.2.4 Protocol

We have described three processes that are necessary to extract a mesh with accuracy
and quality. Here we describe the protocol consisting of successive applications of
each of the methods. The consecutive steps in the method are: 1) Edge detection
(ED), 2) Edge swap (ES), 3) (Multiple) improvement steps (S), 4) repeat steps 1,2,
and 3 until desired quality is reached, and 5) a final ED and ES.

The first step should be an edge detection step to ensure that all the vertices are
positioned on the boundary. Next, we proceed by regularising the mesh using the
edge swap. We have found in our experiments that smoothing steps after an edge
swap converge faster than starting without an edge swap. Subsequently, one or more
modified Laplacian smoothing steps are applied, followed by an edge detection step
and edge swap. The region of capture of the edge detector is known and, therefore,
several smoothing steps can be applied to achieve faster mesh improvement. The dis-
tance that each vertex travels from its initial position is calculated and if this distance
exceeds the region of capture of the edge detector the next cycle is started. When the
quality of the triangles has reached a desired value the sequence is ended with an edge
detection step and an edge swap to ensure that each vertex is on the boundary.
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Figure 4.3: Histograms of triangle quality (qarea criterion) before (solid grey) and after
processing of a sphere with additive noise (left) and the Os Lunatum (right).

4.3 Results

The method was applied to 3D images of a sphere and CT images of a human wrist.
A grey scale volume (100×100×100) containing a sphere of diameter 25 placed

at the centre is used to test our method.
Table 4.1 shows the results from a run of the complete protocol. The table shows

that the difference between each radius of the mesh after an edge-detection step (ED)
and the real radius never exceeds 0.25. Therefore, the vertices are placed within the
precision of the edge detector. The convergence of modified smoothing steps (S) is
slow, but several steps can be applied before ED is necessary. The variance after a
modified smoothing step is lower than after ED. This can be attributed to the low-
pass nature of smoothing and the high-pass nature of edge detection. Note that the
variance after ED is a tenth of the initial variance. Figure 4.3 shows a histogram of
the triangle quality of the mesh before and after processing by our method. Clearly,
the method removes low-quality triangles and increases the amount of high-quality
triangles. Similar results are obtained where the sphere was corrupted with additive
Gaussian noise (σ = 2).

Next, we present some of the results obtained from a CT dataset of a human wrist.
Four different metacarpal bones were processed: the os lunatum, the os scaphoid, the
os triquetrum, and the os trapezium (see Figure 4.4). Table 4.2 shows the results
of the protocol. From the table it follows that the quality obviously increases and
the inaccuracy decreases for all bones. The os lunatum and the os scaphoid allow
more modified smoothing steps until an edge detection is required. Figure 4.3 shows
histograms of triangle quality of the os scaphoid and the os lunatum before and after
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Figure 4.4: A rendering of the wrist. The highlighted bones were processed by our
method. From left to right the bones are: the os trapezium, the os scapoid, the os luna-
tum and the os triquetrum.

processing. The histograms show a distinct improvement of the mesh quality.

4.4 Conclusions

We have created a high-quality scale-space edge detector that requires an initial ap-
proximation of the shape to extract, and an upper bound estimate of the deviation
from the actual object. A method to improve the mesh without generating geometric
errors was shown. Both methods were succesfully coupled by the sequential applica-
tion protocol. The meshes generated by our method are both accurate and consist of
triangles of high quality. Apart from the initial mesh and the maximum deviation of
this mesh, the only input required from a user is the desired quality of the mesh.

Further research will focus on adjusting the resolution of the mesh. Validation
using phantom models in CT and MRI modalities is planned.
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4.5 Addendum

4.5.1 Recent developments

Preventing geometric errors

Geometric errors can occur when using Laplacing smoothing (see Section 2.2.3). All
of the Laplacian smoothing variants presented in Section 2.2.4 potentially suffer from
this problem. For example, angle-based smoothing [142] claims to prevent errors
from occurring, however, Figure 4.5(a) on the next page shows a counterexample
where the center vertex moves outside the 1-ring neighbourhood. A similar example
is shown in Figure 4.5(b) on the facing page for inverse edge-length weighted smooth-
ing.

The cause of the problem of geometric errors is a combination of three factors:

• a concave 1-ring neighbourhood;

• the vertex update mechanism;

• overlapping regions of movement.

The problem of the concave 1-ring neighbourhood is illustrated in Figures 2.15
and 4.5(b). The standard vertex update mechanism for Laplacian smoothing is to
move a vertex to its new position immediately and to use the new location for subse-
quent smoothing steps. An alternative method is to calculate all new positions using
the current mesh and to update all vertices at once. In the following these update
methods are referred to as either immediate or batch updating. The advantage of
batch vertex updating is that there is no order dependence. The results using imme-
diate updating may vary slightly depending on with which vertex the smoothing pro-
cess is started. Overlapping regions are related to the 1-ring neighbourhood problem.
The effect of overlapping regions of movement is illustrated in Figure 4.6 on page 62
where a small section of a mesh is shown. The allowable range of movement of the
two center vertices overlaps, indicated by the grey area. Geometric errors are therefore
possible using batch updating. Note that both 1-ring neighbourhoods are convex.

The centroid smoothing method in this Chapter unfortunately does not prevent
geometric errors from occurring, although the possibility of an error is low. As is
shown in Figure 4.1 on page 51 the centroid smoothing method defines allowable
regions of movement that cover the entire surface and are mutually exclusive. The
exclusive property holds even when the 1-ring neighbourhood is concave. We as-
sumed that the region of movement defined by the polygon through the centroids is
always convex. However, Figure 4.7 on page 62 shows that it is possible to create a
concave neighbourhood, and consequently, geometric errors are still possible using
both immediate and batch vertex updating.
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v0

v1

v2

v3

v4

v5

A

B

(a) Angle-based smoothing can generate inverted elements. The black dots are the per-
pendicular projections of v0 onto each of the bisectors of the angles of the surrounding
polygon (grey lines). Point B is the average of these points and is located outside the
1-ring neighbourhood. Point A is the average location of the linked vertices. Also see
Figure 2.16 on page 26.

v5
v2

v1

v4

v0

v6

v3

(b) Inverse edge-length weighted Laplacian smoothing can result in geometric errors.
The new position v6 of the center vertex v0 is outside the 1-ring neighbourhood (similar
to Figure 2.15 on page 23).

Figure 4.5: Variants of Laplacian smoothing are also vulnerable to the problem of geo-
metric error.
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Figure 4.6: Overlapping regions of a section of a mesh. The grey area indicates the over-
lapping regions of movement of the two center vertices.

(a) The dashed lines connecting the cen-
troids of the triangles indicate the allowable
region of movement for each center vertex.

(b) The 1-ring neighbourhood of the left
center vertex is concave. The polygons
formed by connecting the centroids of the
triangles are convex.

(c) Both the 1-ring neighbourhood and the
allowable region of movement of the left cen-
ter vertex are concave.

Figure 4.7: Several possibilities of concavity of the 1-ring neighbourhood and centroid
polygons.
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v1 v2

v6

v5

v4

v0
v7

v3

v8

Figure 4.8: Safe smoothing. Vertex 7 is the average of the surrounding polygon of vertex
0. The range of movement is limited to the distance from vertex 0 to its closest neighbour.
The center vertex is moved to vertex 8, indicated by the arrow.

A geometric error cannot occur using immediate updating as long as the relo-
cation of a vertex is limited to the area outlined by a convex 1-ring neighbourhood.
Therefore, a solution to the problem of creating inverted mesh elements is to apply an
edge-length weighting scheme such that convex 1-ring neighbourhoods are guaran-
teed. Figure 4.8 illustrates this approach where the relocation vector of a center vertex
is clipped by the distance to the closest vertex. Similarly, each edge can be weighted by
the distance to the closest vertex. Effectively, this makes all edges equal to the shortest
edge. By definition, a 1-ring neighbourhood of equal-length edges is convex. A draw-
back is that convergence of the method is slower and not the entire surface area of the
mesh is available for vertex relocation.

An alternative to the prevention of errors is to repair errors. In [118] a method is
outlined that operates on an iso-surface and it is of interest to research if this can be
applied to our method.

Edge swapping

Although edge swapping is presented in this thesis as a clear-cut technique it is not
that simple to apply. One important thing to note is that all swapping techniques
operate well on convex quadrilaterals. As soon as the quadrilateral formed by two
linked triangles is concave then it is possible that holes are created in the mesh (a
triangle is flipped). In the software implementation of our method a range of checks
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had to be built in to ensure that a swap would not result in an invalid mesh:

• Connectivity test. A swap is not allowed if the connectivity number of a vertex
after the swap falls below three. A vertex with connectivity two is not part of a
continuous surface.

• Concavity test. This is ill-defined, even more so because the quadrilaterals are
non-planar most of the time. A simple test is to calculate the normals of each
triangle before and after the swap. If the dot product of the two normals is
lower than zero then a swap is not allowed.

4.5.2 Initialisation

The application of the edge-detection based method requires an initial mesh. Creat-
ing such a mesh is not a trivial task. For an iso-surface based method, such as Sur-
faceNets, initialisation can be performed by simple thresholding. Another method to
create such a mesh, that is applicable to edge detection, is contour connecting (see
Section 2.1.4). However, not only is it tedious to manually outline each contour, con-
necting the contours is not straightforward (see Section 2.1.4). This need for a smart
manual segmentation tool was the origin of the fast interactive segmentation method
that is presented in the next Chapter.
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Abstract
This paper describes a new method for interactive segmentation that is
based on cross-sectional design and 3D modelling. The method rep-
resents a 3D model by a set of connected contours that are planar and
orthogonal. Planar contours overlayed on image data are easily manip-
ulated and linked contours reduce the amount of user-interaction. This
method solves the contour–to–contour correspondence problem and can
capture extrema of objects in a more flexible way than manual segmenta-
tion of a stack of 2D images. The resulting 3D model is guaranteed to be
free of geometric and topological errors. We show that manual segmen-
tation using connected orthogonal contours has great advantages over
conventional manual segmentation. Furthermore, the method provides
effective feedback and control for creating an initial model for, and con-
trol and steering of, (semi-)automatic segmentation methods.
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5.1 Introduction

Segmentation and visualisation of anatomical structures is important for medical ap-
plications such as diagnosis, biomechanical simulation and surgical planning. The
data is obtained from medical imaging equipment, such as MRI (Magnetic Resonance
Imaging), CT (Computed Tomography) or ultrasound. A large number of methods
is available to segment structures of interest from the data. It is generally not possible,
however, to extract a local structure of interest fully automatically. Limiting factors
are noise and field inhomogeneities. Additionally, the as low as reasonably achievable
principle minimises the radiation dose a patient incurs by X-ray imaging. By doing
so, the images may not always contain the required detail for automatic segmentation.

Fully manual and semi-automatic segmentation methods usually operate in 2D
(see [80, 98]). After a shape is outlined by a set of contours in a stack of 2D images,
a 3D shape is constructed by connecting the contours [44, 55]. A drawback of such
methods is that it is tedious work to construct each contour. In addition, it is not
trivial to determine the contour–to–contour correspondence (see Figures 5.1(a) and
5.1(b)). Finally, it becomes increasingly difficult to draw contours towards the ends
of the object, as the object quickly disappears from slice to slice (see Figure 5.1(c)).

Automatic and semi-automatic segmentation methods often must be initialised,
for example by a geometric model. Manual segmentation methods effectively build
such a model, but suffer from the problems indicated. In the fields of cross-sectional
design and 3D modelling, methods have been developed to build and deform geo-
metric models [62, 90, 105, 124]. It is difficult, however, to guarantee that the model
is, and remains, free of geometric and topological errors during interaction.

In this paper we present a new method for interactively segmenting and con-
structing a 3D model. This method can be used either to segment completely manu-
ally, or to create a model to initialise and control more sophisticated (semi-)automatic
segmentation methods. The method consists of manipulating a set of connected, pla-

(a) (b) (c)

Figure 5.1: The classic problems of connecting adjacent contours: a) contour–to-contour
correspondence, b) branching object, and c) increasingly smaller contours at object ex-
tremes.
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nar and orthogonal contours in 3D space. Planar contours are easily manipulated
when overlayed on the image data. By using a connected contour data structure the
slice–to–slice correspondence problem does not arise. Furthermore, because the con-
tours are connected, the result of manipulating one contour immediately updates the
connected counterparts. Thereby, the amount of interaction required to fit the model
to an object is reduced. Additionally, it is easy to capture the extrema of objects be-
cause contours can be placed in three orthogonal views of the data.

5.2 Methods

5.2.1 Overview

The goal of our method is to extract three-dimensional object shapes by specifying
cross-sections in three orthogonal directions. From these cross-sections the object
surface model is constructed. The specific application for this method is the segmen-
tation of carpal bones (part of the wrist joint). Therefore, the method assumes that
the objects to be modelled have the following properties. The object shape is manifold
and topologically equivalent to a sphere, but the geometry may contain protrusions
and concavities. The object has no holes and does not self-intersect (genus zero).

An overview of the method is shown in Figure 5.2 on the following page. Starting
with an initial template shape (an approximation of a sphere, see Figure 5.3(a) on
the next page) the user can deform the model and add new contours to improve the
fit of the model to an object. If contours are planar then manipulation of the entire
contour overlayed on the image data is a simple task. By imposing the restrictions that
contours are planar, and that at intersections at most two contours are connected, it
is possible to add new contours automatically. As the user slices through a dataset the
intersections of the model with each plane are shown. At any slice position the user
can create a new contour by automatically linking the set of intersections in any of the
three orthogonal planes. Next, the new contour can be deformed to improve the fit to
the underlying object. The linked contours minimise the amount of user interaction
that is required to move control points to desired locations.

5.2.2 Data structure

An object shape S is defined by a set of oriented contours (see Figure 5.3(a) on the
following page). Given a 3D space spanned by an orthogonal basis (x,y,z), each
contour is planar and is oriented according to one of the base planes. Therefore, all
points on a given contour share either the x, y, or z coordinate

S =
{

Ck
1,C

k
2, . . . ,C

k
Nk

}
, k ∈ {x,y,z} , ∀Nk ≥ 1. (5.1)
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Insert initial
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Manually adjust
control points

Shape OK?
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Figure 5.2: Overview of the interactive segmentation process.
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(a) The initial template shape consists of
three planar and orthogonal contours con-
nected at the white dots. Depending on the
interpolation function it is spherical or oc-
tahedral.

(b) A control point is allowed to move only
along the intersection line of the two planes
containing the contours.

Figure 5.3: The initial template model.
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Each contour Ck
i contains an ordered set Pk

i of control points p j and an interpolation

function I(Pk
i )

Ck
i = I(Pk

i ) , (5.2)

Pk
i = {p1,p2, . . . ,pM} M ≥ 4 . (5.3)

The interpolation function I determines the location of points between control
points. For fast evaluation, a straight line is used. For the generation of smooth
curves we use Catmull-Rom splines [34]. This spline has two features that make it
suitable for our application: the spline passes through the control points and it has C1

continuity at the control points. The former makes it easy to exactly place the spline
at a user-indicated position. The latter ensures a smooth transition from one spline
segment to the next.

Splines are scan converted to the underlying voxel grid using a subdivision algo-
rithm [50]. Each evaluated spline point is given a unique id that corresponds to the
voxel in which it is located. An evaluated spline point is always placed at the center
of the voxel and each voxel contains only one spline point per contour. By doing so,
we ensure that each contour is planar and that an intersection is created in each voxel
that belongs to two orthogonal contours. The latter is required because two arbitrary
splines passing through the same voxel do not always intersect. Furthermore, finding
the intersections of a shape with a plane reduces to traversing a list of voxels instead
of finding numerical solutions to the spline equation.

The subdivision algorithm proceeds as follows. On each interval of a spline the
begin (t = 0), end (t = 1), and the midpoint (t = 0.5) are evaluated. If the voxel con-
taining the midpoint is empty, then the two new intervals are again subdivided. This
recursion is continued until all the voxels that the spline passes through are found.
The end result is a set of 4-connected voxels that form the scan converted planar con-
tour.

By definition, at least one contour of each orientation is needed to build an initial
3D shape (Equation 5.1 on page 67). The control points are located at the intersec-
tion points of contours with different orientations. At each point where contours
intersect there must be a control point and at each control point exactly two contours
must intersect. Each contour must intersect at least one contour of the other two
orientations. Two intersecting contours always have an even number of intersections.
Therefore, a contour has at least four intersection points, and consequently, at least
four control points (see Figure 5.3(a) on the facing page).

For each control point the four neighbouring control points are stored in a struc-
ture. This local connectivity information is used in Section 5.2.4 to automatically
insert contours. For visualisation purposes, a polygon mesh is generated from the
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a)

b)

c)

Figure 5.4: Constraint on moving a control point. The control points indicated by black
dots cannot be moved past any other control points on the line of movement. Self-
intersections would result in an invalid model.

linked contours by identifying all polygons enclosed by contour segments. Each poly-
gon is then triangulated using a standard algorithm [95].

5.2.3 Model shape manipulation

By moving control points the shape model can be adapted to fit a desired object. This
manipulation is made considerably easier by the planarity of the contours. Maintain-
ing planarity of all contours requires that the movement of a control point is restricted
to the intersection line of the two planes of its contours (see Figure 5.3(b) on page 68).
Therefore, the interaction with a control point is always a 1D task. Note that if three
planar contours were allowed to intersect, then no degree of freedom would remain
for the resulting control point.

Apart from the fact that planar contours are easier to manipulate, a manifold
shape is easily maintained under planar conditions. Self-intersection is efficiently
prevented by requiring that a control point cannot change order with other control
points on their common line of movement (see Figure 5.4).

5.2.4 Adding and removing contours

Adding contours increases the accuracy of the model because more boundary infor-
mation is provided. Our method can create new contours by automatically connect-
ing the intersections of the shape with a user-indicated plane (Figure 5.6).
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(a) Sphere (b) Indentation (c) Two protrusions

Figure 5.5: Three shapes are sliced by a plane, intersections are indicated by the grey
dots. a) a sphere, b) a bowl shape and c) a shape with two protrusions. The connections
between the intersections are derived from the existing topology.

Figure 5.6: Automatically creating a contour from intersection points. The three images
on the top row show three orthogonal planes before, the three on the bottom row after
adding a contour. The intersection points (top left) are automatically connected to form
a new contour (bottom left) after the user has indicated a plane.
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1

2

3

aaa

aab

aac

Figure 5.7: Determining the ordering of the intersections (grey dots). The dashed line is
the new contour to create. The steps are explained in the text.

A new contour can be added only if two conditions are satisfied. First, the inter-
section plane for the new contour may not contain any control points. Otherwise,
the condition would be violated that at most two contours can intersect in a control
point. Second, the number of intersections of the shape with the plane must be at
least four, which is the minimum number of control points required for a valid con-
tour (see Section 5.2.2). Adding a contour to (for example) the initial sphere shape,
as shown in Figure 5.5(a) on the page before, is performed by connecting the inter-
section points in the indicated plane.

The ordering of the control points follows from the existing topology of the con-
tour network (see Figure 5.7). In the first step the contour on which the intersection
lies (contour a) is traced until a control point is reached. In the second step, a switch
is made to the linked contour (contour b) and this is traced until a control point
is reached. Finally, in the third step, again a switch is made to the linked contour
(contour c) and it is traced until a new intersection is reached. By doing so, the new
intersection points are placed in the correct order and a new contour is formed. This
algorithm applies to the case where four control points form a closed loop. Cases
where a different number of control points form a closed loop are handled in a simi-
lar fashion.

Figure 5.5 on the page before shows a number of possible intersection cases. Us-
ing the ordering algorithm, a consistent shape is always maintained. Certain shapes
require several contours to be added, for example, in the cases shown in Figures 5.5(b)
and 5.5(c) two contours are required (see Section 5.2.5). Generally, the intersections
with a plane form either a single contour (Figure 5.5(a) on the preceding page), or
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(a combination of) non-intersecting sets of concentric (Figure 5.5(b) on page 71) or
disjoint contours (Figure 5.5(c) on page 71).

A contour can be removed under the conditions that at least one contour of the
same orientation remains in the model and that all remaining contours contain at
least four control points. Removal of a contour requires the removal of all its control
points, and consequently, the removal of these control points from all linked con-
tours.

5.2.5 Concave shapes

Concave shapes are created either by moving control points deeper into or farther
away from the model (see Figure 5.5 on page 71). Consistency requires that con-
tours in an intersecting plane link all intersection points. By moving a control point
through a plane that already contains a contour, new intersection points are generated
(Figure 5.8 on the following page). The new intersections are automatically linked to
form the pattern as shown in Figure 5.5(b) on page 71.

Similarly, Figure 5.8 on the following page(b) shows the creation of a protrusion.
Again, if a control point is moved through a plane that already contains a contour,
extra intersections are formed. Linking the new intersections creates a pattern similiar
to the situation shown in Figure 5.5(c) on page 71.

Figure 5.9 on the following page illustrates a special case of creating a protrusion.
If the control point intersects the plane “outside” an existing contour (Figure 5.9 on
the next page(a)) then an illegal situation as shown in Figure 5.9 on the following
page(b) can occur. In this case a control point would be part of two coplanar contours,
and there it would violate the constraints defined in Section 5.2.2. Figure 5.9 on the
next page(c) shows that in order to solve this problem, the user has to add a new con-
tour as indicated by the arrow. By doing so, the control point can be moved through
the plane and the automatically generated points form distinct coplanar contours.

5.2.6 Interaction

The method was implemented using the Visualisation ToolKit [110] and Python [83].
Our implementation will be made available online ¹ in the near future. The applica-
tion runs interactively on a standard PC.

Figure 5.13 on page 80 shows a screenshot of our implementation. Colour is
used to guide the user in navigation and orientation in 3D. Each orthogonal plane
is (optionally) given a color. Here, we use blue, red and yellow to distinguish each
plane. Each line of a cross-hair is coloured according to its corresponding plane. This

¹at http://visualisation.tudelft.nl/~paul/fastseg, a movie of an example segmenta-
tion session is available.
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Figure 5.8: a) Creating an indentation followed by b) creating a protrusion. Appropriate
extra contours (grey dots) are generated automatically as the control point (black dot) is
moved through intersecting planes.

a) b) c)

Figure 5.9: Moving a control point (black dot) through a plane already containing a
control point. The plane is shown in the top row and indicated by a dashed line in the
bottom row. a) When the control point is moved along the grey line passed the dashed
line, a situation arises as shown in b). An illegal situation occurs because a single point
is shared between coplanar contours. The solution is to add the contour indicated by the
arrow.
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makes it easy to determine which plane is orthogonal to which and makes interaction
more intuitive. For example, in the blue plane the cross-hair lines are yellow and red.
Contours are indicated by green lines and control points by coloured squares. The
colour of the control point corresponds to the colour of the line along which it is
allowed to move. The intersections with the shape in a plane without contours are
indicated by purple circles. A common mode of operation is to scroll through the
data and to insert new contours in planes where the intersection points do not line
up with the underlying object.

Figure 5.10 on the next page shows a number of consecutive steps of the segmen-
tation process of a carpal bone. The initial shape in Figure 5.10(a) on the following
page consists of 3 contours and the end result in Figure 5.10(e) on the next page con-
sists of 20 contours.

This method is also well-suited to control semi-automatic segmentation methods.
Any 2D or 3D method that can calculate a new position for a control point can be
applied. For example, we have added to the application an adapted version of an edge-
detection algorithm [26] that searches in the direction of movement of a control point
for the nearest maximum of the modulus of the gradient. By doing so, the manual
segmentation process can be sped up by moving control points using edge-detection
enhanced manual segmentation (EDEMS). The user invokes the edge detection in
the currently selected orthogonal view by pressing a key. All control points in this
view are then moved to the location of the maximum, with a user-selectable search
range. The calculation of new locations requires little computer time and the update
is instantaneous. By doing so, the user can immediately see the result of the edge
detection on all the affected points and can manually correct the positions. Using the
method in this way speeds up the segmentation process and gives the user effective
feedback and control.

5.3 Results

To test the feasibility of the proposed method we performed an experiment where
three subjects are asked to segment a number of objects (see Figure 5.11 on page 77).
Synthetic datasets of a sphere, an ellipsoid, and a sphere with an indentation are cre-
ated together with a reference mesh of each object (see Figure 5.12 on page 77). The
accuracy of a segmentation is defined by the average and maximum distance from
each point on a contour to the reference mesh. In addition to the synthetic objects,
a CT dataset containing a separately scanned carpal bone is used. For this object a
reference mesh is created by a multi-scale edge-detection method [26]. Of the three
test subjects one had prior experience with our application, the others used it for the
first time. After a short introduction to the software using the sphere dataset, the test
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(a) Initial sphere, 3 contours (b) 6 contours

(c) 9 contours

(d) 14 contours (e) Final segmentation result,
20 contours

Figure 5.10: Illustration of the segmentation process of a carpal bone.
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(a) (b) (c) (d)

Figure 5.11: Segmentations of a) a sphere, b) an indented sphere, c) a carpal bone in an
early stage and d) the completed carpal bone.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.12: Objects used for experiments. The top row shows the datasets, the bottom
row shows the reference meshes. a) and e) Sphere used during training period. b) and f)
Ellipsoid. c) and g) Indented sphere. d) and h) Carpal bone.
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subjects were asked to segment the three remaining datasets. The results are shown
in Table 5.1 on the facing page. It can be seen that after a short training period test
subjects are able to segment a carpal bone in under 10 minutes time with an average
accuracy of 2.5 voxel lengths.

User actions during a segmentation are logged. For example, we keep track of
the distance each control point is moved, when new contours are inserted, and the
accuracy of the current model. Figure 5.15 on page 82 illustrates the interaction of
a user during a manual segmentation of the indented sphere dataset. It can be seen
that the distance that control points are moved decreases as the model is refined. The
time interval between contour insertions is initially short, but increases over time. We
observed that a user spends this time searching for an appropriate location to insert a
new contour. Both the maximum and the average approximation error decrease. The
occasional increase of the errors occur because an insertion of a contour adds several
control points to the model and consequently, more points are used to calculate the
approximation error.

The manual segmentation process can be sped up by using EDEMS. During each
segmentation session the distance that each control point travels manually and auto-
matically is logged. A comparison was made by segmenting a carpal bone manually,
and by using EDEMS. In both case contours were added in approximately the same
locations and the total number of added contours is 15. The results of the man-
ual and EDEMS processes are shown in Figure 5.16 on page 83 and Figure 5.18 on
page 85 respectively. The manual process takes twice the time of the EDEMS session.
In Figure 5.16 the distance that each control point travels decreases over time, but af-
ter each new contour insertion a set of control points has to be relocated. The EDEMS
session in Figure 5.18 shows that the amount of manual interaction decreases during
the session and is limited to a few corrections near the end. Three carpal bones are
segmented using the assisted segmentation. The distance travelled automatically by
control points was between 59% and 64% of the total distance. The number of man-
ual control point relocations decreases from 104 in the fully manual session to 26 in
the EDEMS session.

The method was also applied to three other datasets. Figure 5.17(a) on page 84
shows the end result of manually segmenting a MRI dataset of a tumor located be-
tween the eyes. Figure 5.14 on page 81 shows a screenshot of our application after
manually segmenting a MRI dataset of a brain tumor. During segmentation the sur-
face area and volume of the model can be calculated. In this case, the volume of the
model is 12.4cm2. Finally, we applied the EDEMS method to a MRI dataset of a large
myoma (fibroid). In Figure 5.17(b) on page 84 the segmented myoma and bladder
are shown.
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Figure 5.13: Screenshot of the segmentation application. A CT dataset of a human wrist
and several contours are shown. The colour of the lines of the crosshair and the colour
of each control point correspond to the colour of the intersecting orthogonal planes.
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Figure 5.14: Segmentation of a tumor located in the brain (MRI dataset). The volume of
the model of the tumor is 12.4cm3.
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Figure 5.15: Graphical representation of a segmentation session. The bars indicate the
distance a control point is moved, the dotted vertical lines indicate when a new contour is
added, and the lines show the minimum, maximum and average approximation errors.
The segmented object is an indented sphere, similar to Figure 5.11(b) on page 77.
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Figure 5.16: Manual segmentation of a carpal bone. A total of 104 separate manual
control point relocations are performed, the total distance travelled by the control points
is 545 voxels, and 15 contours have been inserted.
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Figure 5.18: The effect of adding edge detection on the amount of manual control point
movement. The amount of interaction decreases over time and is limited to a few correc-
tions in the final stage. The vertical dashed lines indicate the total amount of automatic
point movement per invocation. A total of 26 separate manual control point reloca-
tions are performed, the total manual distance travelled is 237 voxels, the total automatic
distance is 477 voxels, and 15 contours have been inserted.
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5.4 Conclusions and further research

We have described a new interactive segmentation method. Its data structure consists
of a linked set of planar and orthogonal contours. Planar contours overlayed on image
data are easily manipulated. User-interaction is kept to a minimum by two features.
First, linked contours enable the user to model a 3D shape using 2D slices. Second,
contours can be added by indicating a new intersecting plane with the object. The
resulting intersection points are automatically linked according to the already present
topology. The method can model objects with irregular geometry that are topologi-
cally equivalent to a sphere. The end result of the method is always free of geometrical
and topological errors.

The use of colour-coding in our application assists a user to navigate and ma-
nipulate in a 3D environment. Novice users were able to segment a carpal bone in
less than 10 minutes with an average accuracy less than 3 voxel lengths after a short
training period of 20 minutes. The end results of the test subjects are similiar.

Augmenting the method by edge detection speeds up the segmentation process.
The manual interaction using edge detection enhanced manual segmentation is lim-
ited to initialisation and corrective steering of the results of the edge detection.

Further research will focus on the following topics. First, adding template func-
tionality, where the result of previous segmentation sessions can be reused. This al-
lows building a library of reference objects which can be used for most segmenta-
tion tasks. Second, integration of (semi-)automatic segmentation methods to assist
in relocating control points. Third, investigating the possibility of removing the or-
thogonality restriction. And finally, adding the possibility to model other topologies
(objects with holes).

We have shown that manual segmentation using connected orthogonal contours
has great advantages over conventional manual segmentation. Furthermore, effec-
tive feedback and control are provided by the method for steering semi-automatic
segmentation methods.
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Abstract
Piece-wise removal of myomata (fibroids, benign tumors) from the uter-
ine wall is performed using a hystero-resectoscope inserted through the
vagina. Only radical removal of the myoma prevents regrowth, whereas
penetration of the uterine wall should be avoided.
Preoperative MR (Magnetic Resonance) images show the full outline and
the location of the myoma in the uterine wall. Peroperative 3D US (ul-
trasound) reveals the part of the myoma that protrudes into the uterine
cavity, but the part located in the uterine wall is almost invisible.
The images and extracted preoperative information must be registered
to the peroperative situation. A pragmatic solution in the form of three
point incremental matching is applied.
Three patients were scanned and the matching was performed on the
data. The procedure provided a good match on two patients.
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6.1 Introduction

Uterine myomata are the most common gynaecological pathology. A myoma is a be-
nign tumor that grows in the uterine wall. The uterus is the female reproductive organ
and is approximately 6×5×4 cm3 in size. Myomata range from a few millimeters in
diameter to — in extreme cases — as large as a soccer ball. Such pathologies can cause
excessive bleeding, pain and disturb pregnancy. Removal of myomata that protrude
for more than 50% of their volume into the uterine cavity is usually performed via a
minimally invasive procedure: a hystero-resectoscope is inserted into the uterus via
the vagina and the myoma is removed piece-wise using a loop-wire electrode [16]. In
Figure 6.1 several stages of the myoma removal process are shown.

From preoperative MR (Magnetic Resonance) images the full outline and the lo-
cation of the myoma in the uterine wall can usually be assessed. Figure 6.2(a) on
page 90 shows an example of an MR image of a uterus with a myoma. Peroperative US
(ultrasound) reveals the part of the myoma that protrudes into the uterine cavity, but
the part located in the uterine wall is difficult to see, if not invisible. Figure 6.2(b) on
page 90 shows an example of a US image of a uterus with a myoma.

For several reasons the uterus is distended (“inflated”) with salinated water during
surgery: firstly, to be able to see through the resectoscope and secondly, as a medium
for the removal of cut debris that would otherwise impair sight. Distension is danger-
ous because the distension fluid is absorbed into the bloodstream. If too much water
is absorbed, the patient is effectively drowned.

Through the hystero-resectoscope and using peroperative abdominal US the sur-
geon is unable to see the part of the myoma that is located in the uterine wall (see
Figure 6.1). The loop-wire electrode burns the cut tissue slightly, thereby making it
difficult to discriminate between uterus and myoma based on tissue texture and color
(see Figures 6.1(c) and 6.1(d)).

For complete recovery of the patient it is necessary to remove a sufficiently large
part of the myoma. If too little is removed the myoma will regrow. On the other hand,
removing too much risks penetrating the uterine wall.

Resection of myomata could be improved by giving the surgeon a view of the
myoma that cannot be seen through the resectoscope or on (3D) US [37]. Specifically,
information about how much of the myoma is removed is vital during surgery.

The goal of this work is to explore a method that “fits” a myoma extracted from
preoperative MR into the peroperative (3D) US image. In order to perform this fit, a
simple model of the uterus with myoma is registered with distinct landmarks and the
visible part of the myoma in the US image. In this paper the first steps are taken to
show that this is a feasible approach.
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(a) A myoma seen through a resectoscope (b) The loop electrode mounted on the re-
sectoscope.

(c) After one cut with the electrode through
the myoma.

(d) After several cuts with the electrode.

Figure 6.1: Overview of myoma removal process (images obtained during a resection
peformed by Sjoerd de Blok at the Onze Lieve Vrouwe Gasthuis).
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(a) MR image (sagittal view) of a uterus
with myoma.

(b) US image of distended uterus with my-
oma.

Figure 6.2: Example images of MR and US modalities. The indicated points correspond
to: A – between corpus and cervix, B – top of the uterus and C – center of the myoma.

6.2 Techniques

6.2.1 Imaging modalities

MR can be used for preoperative assessment of the location and size of a myoma.
The full outline and location of a myoma is clearly visible in an MR image (see Fig-
ure 6.2(a)). Using standard MR equipment (1.5T Philips Gyroscan NT) and a T2
weighted sequence, the myoma occupies approximately 25 voxels in the volume. The
MR datasets have a spatial resolution of 1.175× 1.175× 4.0 mm, and 12 bits in grey
value. The volumes are 256× 256× 32. During surgery, images are acquired using
3D ultrasound equipment (Kretz SA9900). The US voxels vary in size, but each B-
scan is resampled at 0.35 mm2. The data resolution is 7 bits. A typical volume size
is 258× 216× 99. Conventional 2D US images a single plane where 3D US can scan
a set of planes by rotating the head of the probe. The volume is stored as a set of 2D
planes where for each plane the acquisition angle is noted. This volume is a structured
curvilinear grid which involves more complex processing than the regular orthogonal
grid on which the MR data is defined.

Using 3D US the entire uterus can be imaged in about 20 seconds during which
the patient must lie still. Averaging of several scans is usually performed to reduce
noise in the scanned image. Due to the limited scanning time this averaging is not
performed with 3D US, resulting in noisier images.
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6.2.2 Matching

There is always an amount of time between acquisition of the MR data and the surgery.
During this period, the location, orientation and shape of the uterus will not remain
constant. Therefore, the images and extracted information from MR cannot be used
without adapting it to the peroperative situation.

Deformation and orientation of the uterus is caused by the degree to which the
bladder and colon are filled and the normal peristaltic movement of the organs in the
abdomen. Also, the uterus is a muscle and can contract and expand.

If the patient is fasted before the MR scan, then the colon is in the same condition
as during surgery. The bladder is filled completely during surgery to create a window
for the ultrasound to look through. This situation is duplicated by asking the patient
to drink a sufficient amount before MR scanning. Gravity can be ruled out as a factor
because the position of the patient during MR and surgery is very similar.

Straightforward techniques [84] are prone to fail due to the noise in the MR and
US datasets, the limited amount of matching information and due to the fact that
the abdomen is not a rigid section of the human body. A pragmatic solution to the
matching problem is a simple three point incremental matching. Here, the difficulty is
defining corresponding landmarks in the two modalities. A landmark should be easy
to locate in the images and it should be relocatable with a high degree of repeatability.
Based on these criteria the following landmarks are selected for matching:

A Bending point between corpus and cervix;

B The top of the uterus;

C The center of the myoma.

The line A–B is the main axis of the uterus. The line from C perpendicular to the
line A–B is the secundary axes. Distention can be described by scaling along these
axes.

6.2.3 Extraction of landmarks

The extraction of landmarks from MR data is a user-guided process. In this approach
a combination of seeded region-growing and the experience of a knowledgeable user
is applied. The myomata are reasonably well distinguishable and region-growing is
suitable for extraction of the outline of the myoma.

On the US images the exact outline of the myoma cannot be distinguished. The
inner wall of the uterus is clearly visible due to the fact that the uterus is filled with
water. The outer wall is almost invisible in the region farthest from the US probe.
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Therefore, for the US images we rely on an expert to indicate the center of the myoma
in the image.

The cervical canal is located by the hysteroscope that is inserted into the uterus.
The hysteroscope is a metal instrument that renders a clear echo on the US image.
For locating the top of the uterus we rely on an expert to indicate its position.

6.2.4 Incremental three point matching

The uterus consists of two sections: the cervix and the corpus. The cervix comprises
approximately one third of the length of the uterus and connects the corpus to the
vagina. The pear-shaped corpus occupies the remaining two thirds of the uterus.

Based on the experience of gynecologists the following assumptions about defor-
mation of the uterus are made. The assumption for matching is that the movement
of the corpus is confined to rigid-body rotation about a fixed point — the bending
point between corpus and cervix (point A). Due to the deformation a straightforward
three point matching is not possible. A least-squares approach will yield a low quality
match because it minimizes the error at all three points. This is not desirable because
the certainty at each point is not equal.

In our approach the point of rotation (point A) is translated first (see Figure 6.3).
By doing so the points of rotation in each modality are aligned. Next, the top of
the uterus (point B) in the US volume is rotated to align with the top of the uterus
in the MR volume. Finally, the center of the myoma (point C) is rotated about the
cervix–top axis to align.

The procedure of landmark indication is performed interactively using a small
application written in OpenDX [82]. From the six landmarks the transformation
matrix is calculated by compositing the translation and the two rotations described
above.

6.2.5 Visualization

Once the matching is complete the results are presented to the surgeon. From the
preoperative MR the surface of the myoma is extracted. This surface can now be
placed in the correct location in the US images using the calculated transform.

Arbitrary slices through each volume can be made to visualize the alignment at
the intersection of the slices as is shown in Figures 6.4 and 6.5.

6.3 Results

Three patients who were selected for removal of myomata were scanned. Between
acquisition of MR data and surgery was a maximum time of two weeks.
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(a) Translation of the cervix. (b) Rotation about the cervix to align the top.

(c) Rotation about the cervix–top axis to
align the myoma.

(d) Final situation.

Figure 6.3: Overview of the incremental matching method. The stick figures represent
the two imaging modalities. The three spheres on each stick figure are the landmarks to
line up (see also Figure 6.1 on page 90)
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Each of the patients had at least one myoma that was resectable using a minimally
invasive procedure. On all three datasets the matching procedure was applied. On two
of the three patients a visual alignment was achieved using the procedure. Figures 6.4
and 6.5 show the alignment by moving the US dataset through the MR dataset for
two different patients. Figure 6.6 shows an ultrasound slice with the extracted meshes
from the MR data.

In contrast to the first two patients, the bladder of the third patient was only half
full during MR and completely full during surgery. The difference caused a change in
deformation of the uterus that was too large to perform a match.

6.4 Conclusions and future work

Judging by the resultant visual alignment of the MR and US datasets the procedure is
promising: two of the three patients could be matched. The third patient could not
be matched as a result of a too large difference in bladder volume. This is avoided
easily in the future. More work is necessary to evaluate the quality of the matching
procedure.

Fully automatic US landmark extraction is difficult. However, we have found that
this is not required, because it is a simple task for the gynaecologist to indicate the
three landmarks.

Future research includes a thorough evaluation of the method using more data,
minimizing user input and exploring various ways of real-time peroperative visual-
ization.
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Figure 6.4: Matched MR and US of patient A. Two different slices of the US dataset
through the MR volume are shown left and right.

Figure 6.5: Matched MR and US of patient B. Two different slices of the US dataset
through the MR volume are shown left and right.

Figure 6.6: Example of visualization of meshes obtained from MR data in the ultrasound
data. The meshes are myomata and the bladder.
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Abstract

This paper describes the construction of a statistical shape model based
on the iterative closest point algorithm. The method does not require
manual nor automatic identification of explicit landmarks on example
shapes. Corresponding features are found by retrieving the nearest points
via interpolation along the surface. The application to analyse carpal
bone shape renders evidence that the lunate bone occurs in distinct shapes.
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Figure 7.1: X-ray image showing the left hand wrist in dorsal view. The carpal bones
constitute the joint between the metacarpals and the ulna and radius.

7.1 Introduction

Statistical shape models have proven to be useful tools to study variation in anatom-
ical shapes. A popular method captures shape by a sampled 3D point distribution
model (PDM) [38]. These models are often created by manually indicating charac-
teristic points on example shapes. However, indicating features by hand is tedious and
prone to error. Moreover, many objects have only a few landmarks or have features
that are not easily identifiable.

The carpal bones serve as a good example (see Figure 7.1). Physicians are inter-
ested in the shape of carpal bones, because a relation is expected to exist between bone
shape and pathological wrist kinematics. Although the shape of each carpal bone is
highly characteristic, it is not easy to identify characteristic points.

Preliminary medical studies report on shape features of the carpals in conven-
tional X-ray images [112, 119]. The results indicate that there may be distinct types
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of the lunate bone. Although it confirms observations from clinical practice, the anal-
ysis is limited due to the projective nature of the X-ray images.

Recently, several papers describe methods to analyze such shapes via 3D statis-
tical shape models (see e.g., [23, 38, 40, 48, 107]. Although the outcomes are very
promising, there is not yet a generally accepted framework.

The objective of this work is to construct a non-landmark based statistical shape
model. Inspired by [23], an alternative way to find correspondences on multiple
shapes is proposed (see Section 7.2.2). The method is applicable to any problem in
which explicit shape features are not easily identifiable. The novelty is the adapta-
tion of an iterative closest point algorithm and the application to analyse carpal bone
shape.

7.2 Methods

We initially follow the procedure first described by Cootes and Taylor [38]. Shape
vectors xi are constructed of n characteristic points in each training image i. Thus,
a d-dimensional image results in an nd-element shape vector. Translation, rotation
and scale invariance is imposed by aligning the centers of gravity and minimizing the
Euclidean distance between the shape vectors under rotation and scaling (Procrustes
analysis).

The main shape variations are found by principal component analysis, under the
assumption of Gaussian distributed data:

1. The mean vector x and covariance matrix X are calculated by

x̄ =
1

m

m

∑
i=1

xi X =
1

m−1

m

∑
i=1

(xi − x̄)(xi − x̄)T (7.1)

in which m indicates the number of training shapes.

2. The eigenvectors φi and corresponding eigenvalues λi are computed and sorted
so that λi ≥ λi+1.

Let Φ = (φ1,φ2, . . . ,φk) be the matrix of eigenvectors corresponding to the k largest
eigenvalues (e.g., summing to 95% of total variance). Shape (x) is modelled by:

x = x̄ +Φb (7.2)

in which b = (b1,b2, . . . ,bk) is a vector containing the shape parameters. Clearly, b = 0
yields the average shape. The shape variation along axis i is generated by varying bi.
Suitable limits are: |bi| ≤ ±2

√
λi (= 2

√
σi) (σi indicates the variance along axis i).
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At the basis of the analysis are corresponding points. A technique to find corre-
spondences on two point sets is introduced next (Section 7.2.1). How to convey this
method to a whole set of samples is described in Section 7.2.2.

7.2.1 Correspondence method

The iterative closest point (ICP) algorithm maps one point set (A) onto another
(B) [13, 23] as follows:

1. Find the closest points to A on B: B’

2. Find the closest points to B on A: A’

3. Find the transformation Q that matches A with B’ and B with A’

4. Transform all points via Q

5. Loop until converged

The transformation Q of a point p is defined by Q(p) = sRp + t, in which s is a
scale factor (scalar), R is a rotation matrix and t is a translation vector. An initial es-
timate for Q is obtained by registering the centers of gravity of the pointsets, aligning
the first order moment vectors and equalizing the average distance of the points to
the center.

The best match is found in step 3) by minimizing a symmetric distance measure
on the point sets:

E2 =
1

nA

nA

∑
i=1

|Q(A)−Q−1(B′)|2 +
1

nB

nB

∑
i=1

|Q(A′)−Q−1(B)|2 (7.3)

Notice that the shapes are transformed into an intermediate frame, rather than
transforming one shape onto the other. This way, preferential treatment of one of the
shapes is avoided.

At last, points are mapped from one set on the other by finding the closest points.

7.2.2 Model construction

The previous method needs to be adjusted to find corresponding points in a whole
set of examples. We assume the existence of segmented sample shapes represented by
triangle meshes. An accurate surface representation is asserted, but the vertices may
not correspond with landmarks. Additionally, mesh size and topology may vary. The
meshes are to be “resampled” on corresponding positions to perform shape analysis
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(Section 7.2, introduction). We implemented an iterative procedure based on the
closest point algorithm (Section 7.2.1) to do so.

Initially, the mesh with the largest number of vertices (nmax) is selected (the pivot
mesh). Next, the other meshes are matched to the selected one. At that stage all
meshes are resampled to have the same number of corresponding points (nmax). Also,
the resampled meshes inherit the topology of the pivot mesh. The mean shape is
computed by averaging the resampled vertex positions and the whole procedure is
repeated by matching the original meshes to this average shape. Thus, a preferential
treatment of the mesh with the most vertices is avoided.

One should notice that the Procrustes analysis is embedded in the correspondence
method (via Q). Consequently, systematic errors due to an initial misalignment are
avoided.

7.3 Results

All 3D-CT images of the wrist over a period of exactly two years were collected from
the Academic Medical Center Amsterdam. This resulted in wrist images from 134
patients, containing 103 right wrists and 107 left wrists From this set only those wrists
were included that did not show signs of pathology according to a radiologist. Among
the exclusion criteria were: fractures, arthritis, presence of bone fragments, and bone
fusions.

Our focus was on the shape of the lunate and capitate bones since these are typ-
ically involved in pathologic wrist kinematics. Unfortunately, the entire wrist was
not contained in each scan. Applying the exclusion criteria and considering only
completely scanned carpal bones left us with 41 examples of the left lunate, 31 right
lunates, 36 left capitate bones and 25 right capitates.

7.3.1 Model construction

A specially developed software tool [25] was employed to segment the sample shapes
from the images. The output of the tool was a triangulated surface description. These
meshes were aligned as described in (Section 7.2.2) and principal component analysis
was performed on corresponding points (Section 7.2, introduction). Both picking the
closest points (point-to-point) and interpolating to the nearest position on the trian-
gles (point-to-surface) were considered to find the correspondences (Section 7.2.1).

Figure 7.2 on the next page illustrates the effect of both approaches on the cu-
mulative relative variance for the left lunate bone (the other carpals had similar out-
come). For instance, 80% of the total variance is explained by 23 eigenmodes using
point-to-point correspondence and by only 10 eigenmodes via the point-to-surface
method.
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Figure 7.2: Cumulative relative variance of the left lunate. Variance calculated based on
point-point correspondence is indicated by the solid line and point-surface correspon-
dence by the dashed line.

Table 7.1: Mean distance between corresponding points.

Correspondence method Mean E2 (mm)

Point-point 1.9

Point-surface 0.9

The flat profile indicates that the shape analysis via a point-to-point correspon-
dence is hampered by noise (Figure 7.2, left). This must be due to the irregular po-
sitioning of the vertices. The point-to-surface graph signifies an improvement on
correspondence. Consequently, true shape description dominates over position er-
rors (Figure 7.2, right). This is confirmed by the smaller mean distance between
corresponding points over all shapes (mean E2, cf. Equation 7.3 on page 100, see
Table 7.3.1). Our further analysis employs point-to-surface correspondence.

The stability of the eigenvectors was assessed by their orientation and size as the
sample size increased. The first 10, 20 and 30 shapes were selected from the complete
set of (41) left lunate bones. Table 7.2 on the facing page shows the angles between
the 4 largest eigenvectors calculated from the subsets and the ones determined from
the full set. The table illustrates that the two largest eigenvectors tend to stablize with
30 samples. Higher order eigenvectors seem not to correspond which is indicated by
the angles that approximate 0.5π radians.

Figure 7.3 on the next page illustrates the effect of sample size on the cumulative
relative variance.

From Table 7.2 on the facing page and Figure 7.3 on the next page we concluded
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Figure 7.3: Cumulative relative variance for 10, 20, 30 and the full set of 40 samples.

Table 7.2: Angle between eigenvectors from smaller subsets and full set of samples (radi-
ans)

#sample shapes eigenvector

1 2 3 4

10 .72 .68 1.2 1.6

20 .35 .38 1.6 1.8

30 .27 .28 .53 2.1

that the point-surface method enables a proper estimation of the first 2 eigenvectors.

7.3.2 Analysis

Earlier work indicates that the lunate bone appears in distinct types, implying multi-
modally distributed data. Our shape analysis, however, assumes Gaussian distributed
data. The validity of this assumption was assessed by the projections of each lunate
shape (xi) on the first eigenvector φ1: Figure 7.4 on the following page

Clearly, the right lunate yields a bimodal distribution which confirms the exis-
tence of distinct shapes. Accordingly, our further analysis considered the two lunate
types separately. The left lunate histogram does not justify the distinction. One might
attribute this to small sample size. The outliers correspond to bones that have sharp
protrusions. The other eigenmodes and the other bones did not deviate significantly
from a Gaussian distribution.

The mean right carpal shapes (Figure 7.5 on the next page) are realistic represen-
tations that agree with how the bones are perceived by clinicians. The left drawing
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Figure 7.4: Histograms of lunate shapes projected on the first eigenvector.

Figure 7.5: Two distinct right lunate shapes.
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Figure 7.6: Comparison of carpal shapes in left and right wrist. The outer dashed lines
indicate the 95% prediction interval, the inner dashed lines indicate the 95% confidence
interval for the solid regression line.

corresponds to the left group in the histogram of Figure 7.5 on the facing page, the
right shape with the right group. The two types of the lunate bone conform to the
description of type I and type II lunates [112, 119].

The relation between different shapes was explored by way of the shape param-
eters (b, cf. Equation 7.2 on page 99). The graphs in Figure 7.6 plot |b| for the left
versus the right lunate and capitate bones, respectively. The shaded area is the 95%
prediction interval for the data computed from linear regression. The dashed lines
represent the 95% confidence interval for the solid red regression line. Both graphs
indicate that a deviation from the average shape in one hand correlates with a devia-
tion in the other. Other relations (e.g. left lunate vs. left capitate, left lunate vs. age
etc.) did not yield significant correlations.

7.4 Conclusion

We described a statistical shape model using an iterative closest point algorithm. The
algorithm does not require manual identification of landmarks. A correspondence
of features was established by retrieving nearest points on surfaces via interpolation.
Such correspondence facilitated the construction of a precise shape model. The shape
analysis of the carpal bones rendered further evidence that there are distinct lunate
bone shapes. However, a final proof will require more example shapes. For further
research, it would be interesting to correlate bone shape with left or right hand dom-
inance as well as pathological kinematics.

We conclude that our approach provides a powerful tool, which adds to current
methods for statistical shape analysis in the absence of natural landmarks.
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Conclusions and future work 8
8.1 Conclusions

A common approach to visualisation of 3D medical data is to extract surfaces that
describe the boundaries of anatomical objects. Such surfaces provide an interface for
manipulation, navigation, modelling, and visualisation and help a clinician with di-
agnosis, treatment planning, and surgical simulation. For all these applications two
requirements are important: accuracy and quality. Accuracy describes the confor-
mance of a mesh to an object boundary, whereas quality relates to the shape of the
triangles in the surface mesh. The quality of a triangle is usually defined by how much
it resembles an equilateral triangle. The presence of elongated or degenerated trian-
gles is undesirable in surgical simulation where these can cause errors in numerical
solving methods (finite elements). In this thesis a set of methods and tools is pre-
sented to create accurate and high-quality surface meshes from volumetric medical
datasets.

Chapter 2 gives an overview of surface extraction and mesh improvement tech-
niques. A vast body of literature exists on both topics, and the overview is as a result
limited to iso-surfacing, edge-detection, and Laplacian smoothing variants. The in-
tegration of extraction and improvement is not often found in the literature. Usually,
mesh improvement techniques are applied after extraction of the surface. Although
separate mesh improvement methods try to keep e.g., surface area or object volume
constant, the relation between the mesh and the data from which it was generated is
lost.

Iso-surfacing is the most common surface extraction technique. The SurfaceNets
method, described in Chapter 3, combines iso-surface extraction with mesh smooth-
ing. Initially, the SurfaceNets method was proposed to create smooth surface rep-
resentations from binary data. In this work the basic principle is extended to the
extraction of surfaces with smoothly varying triangles from grey-scale volume data.
In order to do so, a mechanism is developed that alternately applies smoothing and
surface relocation steps, which improves the quality of the mesh and maintains accu-
racy by ensuring that each node is located on the iso-surface. The meshes created by
the SurfaceNets method are equal in accuracy and superior in triangle quality com-
pared to the Marching Cubes iso-surface extraction algorithm. The improved meshes
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contain less low quality and more high quality triangles. However, the application of
an iso-surface method is limited to data that can be segmented by thresholding. For
example, noisy data or bias-fields in MRI may prevent the generation of a suitable
surface mesh using thresholding.

The ideas developed in Chapter 3 are taken a step further in Chapter 4 where a
scale-space edge-detection method is applied for surface extraction. In order to pre-
vent misdetection of edges and to reduce the effects of noise and the noise-enhancing
effects of gradient filters, the scale-space approach is adopted. Particular consider-
ation was given to the objectivity of the method and this has resulted in a minimal
number of parameters that have to be tuned. The only requirements are an initial
mesh and an estimate of the maximum deviation between this mesh and the actual
object. Alternating edge-detection and mesh improvement steps proved to be a suc-
cessful approach. By doing so, it is possible to fulfil both the accuracy and the mesh
quality requirements. The accuracy is determined by applying the method to simu-
lated data and was confirmed to lie within the range of inaccuracy of the edge detector.
The method was applied to several medical datasets and quality of each initial mesh
was improved greatly. Although we cannot claim that geometric errors are prevented
completely, we found that our meshes rarely contain such an error.

The edge-detection method requires an initial mesh, and contrary to the iso-
surface SurfaceNets method, this mesh cannot be created by thresholding. Chapter 5
describes a new interactive segmentation paradigm that is well-suited to generate such
an initial mesh. Conventional “manual” segmentation methods operate by delineat-
ing a contour in each image of a stack of images. A 3D model is reconstructed by
connecting the set of contours. The new fast interactive segmentation method cir-
cumvents the problems related to contour connection by operating directly in 3D.
Starting with a template sphere that consists of three planar, connected, and orthogo-
nal contours, a desired shape is created by moving contour points. The intersections
of the object with orthogonal slices are linked automatically to create new contours.
Effectively, the user can create contours automatically in three orthogonal directions
and because the contours are linked the amount of “tedious” interaction is kept to a
minimum. The combination of a linked structure and planar contours makes editing
each contour a simple task and the effect of each operation is seen immediately on
each affected contour. The final result is a mesh that is guaranteed to be free of topo-
logical and geometric errors. Apart from fully interactive segmentation, the method
provides effective feedback and control for steering semi-automatic methods. Fur-
thermore, after the addition of 2D edge detection, the amount of required interaction
was reduced significantly; user actions are limited to initialisation, contour plane in-
sertion and corrective repositioning of contour vertices. During the entire process the
user has full interactive control over the location of all contour points. Experiments
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show that novice users can work with the segmentation method after a short learning
period. Finally, a color-coding scheme was used in the segmentation application that
proved to be an effective aid for orientation and navigation during segmentation.

Chapter 6 contains an initial exploration of the possibilities of matching pre-
operative MRI to per-operative 3D ultrasound images of the uterus. The goal is to
aid a surgeon with the removal of fibroids from the uterus by providing real-time in-
formation about the location and (remaining) size of the tumor. Automatic matching
is very difficult because the uterus is highly flexible and the 3D ultrasound images are
very noisy. A simple method, consisting of landmark-based matching and rigid mo-
tion, is proposed, where the landmarks are chosen with the expected deformation in
mind. The results show that although the uterus is oriented differently, the alignment
appears to be visually correct.

Chapter 7 describes the construction of a statistical shape model of two carpal
bones. Such a model provides a means to describe carpal bones as a weighted sum of
principal shapes, and is useful for shape analysis and segmentation of unseen shapes.
The method does not require manual identification of corresponding landmarks on
the input shapes. Correspondences are established automatically by locating near-
est points on surfaces using interpolation. Analysis of the shapes results in further
evidence that there are two distinct shapes of the lunate bone. Our fast interactive
segmentation method proved to be a valuable tool to create the input meshes from
wrist CT data.

What sets this work apart from the large body of literature on surface extrac-
tion and mesh improvement techniques is the combination of edge detection/iso-
surfacing and mesh improvement. Many mesh optimisation techniques operate by
keeping certain measures of the mesh constant, for example volume or surface area.
In this work this assumption is not made and the mesh is allowed to deform freely. A
good trade-off between accuracy and high-quality meshes is achieved by our method
of alternatingly applying surface extraction and mesh improvement techniques.

8.2 Future work

8.2.1 Surface extraction and improvement

Directions for research for the surface extraction and improvement methods pre-
sented in Chapters 3 and 4 are:

• other mesh improvement schemes;

• control of the trade-off between accuracy and quality;

• better control of interactive mesh coarsening and refinement;
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• performance.

Not only is the current body of literature on mesh improvement techniques very
large, new methods are published on a regular basis. This work has limited itself
to variants of Laplacian smoothing and edge swapping. However, newer methods,
such as anisotropic diffusion [42, 104] are well worth investigating. While our focus
was on high accuracy, the methods could be extended to favour surface smoothness
and triangle quality within an adjustable range of (in)accuracy. Finally, an obvious
improvement is to provide the ability to adaptively and interactively apply mesh re-
finement and coarsening. By doing so, potentially large models can be reduced in size
without sacrificing accuracy. For example, the SurfaceNets method always creates its
data structure at the full resolution of the data grid, and consequently, a large number
of triangles can be generated. A few preliminary steps have been taken for the edge
detection method to refine meshes locally to conform to the detected surface. How-
ever, because of the interaction between mesh extraction and improvement steps, it is
possible that a locally refined feature is relocated. As a result, control over refinement
and coarsening is required. The focus of the implementations of the various meth-
ods was not on speed, and consequently, there is room for speed improvements and
reductions of memory usage.

8.2.2 Fast interactive segmentation

Directions for research for the fast interactive segmentation method presented in
Chapter 5 are:

• allow other topologies;

• better initialisation;

• relax restrictions on interaction;

• research interaction with semi-automatic methods.

To prevent opening a topological can of worms, we imposed a limit during develop-
ment to only consider single connected objects, i.e., ones that are topologically equiv-
alent to a sphere (or genus zero). However, other topologies are worth considering,
for example, toroids and other objects with holes. In fact, the current method can
be extended to handle closed surfaces of any genus. Segmentation using our current
software implementation starts with the insertion of a template sphere. New contours
are then added and the sphere is deformed to fit a desired object. Unfortunately, cer-
tain shapes are very difficult or impossible to create by this mechanism. A better
method of initialisation could be to let a user indicate a number of feature points in
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the data, e.g., local minima and maxima, and then automatically generate an initial set
of contours from these points. Relaxing the condition that contours should be planar
would make editing a contour difficult. However, an interesting direction of research
is to lift the orthogonality condition. By doing so, more flexible surface fitting can
be achieved. Finally, in our research we have only touched the beginning of inter-
acting with semi-automatic segmentation methods. Interacting with, and possibly
per-contour or per-contour segment application of different segmentation methods,
are of interest.

8.2.3 Statistical shape models

The active shape model of carpal bones in Chapter 7 is only the beginning of a full
wrist model. The strength of statistics lies in large quantities. The results we have
achieved so far indicate that the quality of the model will improve if more input
datasets are added. Unfortunately, the nature of the experiment is such that once
we have a model that does not improve by adding new datasets, we know how many
datasets we need.

This form of “statistical interpolation” has many applications and further research
undoubtly will find many interesting features in the wrist data.

8.3 Concluding remarks

The prevalence of medical imaging modalities requires good quality methods for the
analysis of medical data. For example, see-through visualisation of real-time data can
help a surgeon during minimally-invasive surgery. Required components to achieve
this are surface extraction, non-rigid multi-modality real-time registration and visu-
alisation. In this thesis a part of a part of the required work is performed. Further-
more, surface extraction is not the end of line; after extraction new applications await.
For example, creating biomechanical models of tissues, organs, and musculo-skeletal
systems. For these applications high-quality volume meshes and quantitative analysis
of the data to determine material properties are important.

Validation is the most important part of research and, unfortunately, it is also
the most difficult part to perform in vivo. Validation, and all the other problems as-
sociated with technical medical research, require that clinicians and engineers work
closely together; this interaction is crucial to explore new ideas and directions of re-
search.
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Summary

This thesis investigates methods for medical visualisation. A common approach to
visualisation of 3D data volumes from CT or MRI systems is to extract surfaces that
describe the shape of anatomical objects. Such surfaces can help a clinician with diag-
nosis, planning, navigation, manipulation, visualisation and surgical simulation. For
these purposes two requirements are important: accuracy and quality. Accuracy de-
scribes the conformance of a mesh to an object surface, whereas quality relates to the
compactness and well-formedness of the mesh, e.g., well-shaped triangles with a high
area to perimeter ratio are important for subsequent processing steps, for example
finite element analysis.

Two methods were developed that meet both requirements: the first is an iso-
surface based SurfaceNets method, the second is a scale-space edge-detection method.
The basis of both methods is formed by the application of alternating mesh improve-
ment and extraction techniques. Mesh improvement is performed by variants of
Laplacian smoothing and edge swapping. The meshes created by the SurfaceNets
method are equal in accuracy and superior in triangle quality compared to the March-
ing Cubes iso-surface extraction algorithm. The scale-space edge-detection method
provides robust edge-detection and localisation in combination with a set of mesh
improvement tools that improve the quality and prevent geometric and topological
errors from occurring (e.g., holes and inverted mesh elements). For each surface
extraction technique the robustness and effectiveness of the alternating approach is
shown.

Another method that is presented in this thesis is a new interactive segmentation
method. Conventionally, manual segmentation is performed by outlining a desired
shape in a stack of 2D images. Our new method circumvents the problems related to
contour connecting by operating directly in 3D. Starting with a template object that
consists of three orthogonal, planar, and connected contours, a desired shape can be
created by moving points of each contour. The user can add new contours in three
orthogonal directions; the new contours are automatically linked at the intersections
of the current model with a slicing plane. The linked contours reduce the amount
of tedious manual interaction, and this is reduced even further by the addition of
an automatic edge-detection method. It is shown that the fast interactive segmenta-
tion method provides effective feedback and control for semi-automatic segmenta-
tion methods.

Finally, a statistical shape analysis of two carpal bones is performed. Active shape
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models are initialised by a large number of example shapes. From this set modi of
variation are calculated that describe shared characteristics of the input shapes. Effec-
tively, shapes are parametrised by a linear combination of each modus of variation.
Conventionally, an explicit landmark correspondence is required between the shapes.
In our approach this correspondence is determined automatically. By doing so, the
initial shapes are allowed to be defined in a free-form manner. The fast interactive
segmentation method proves to be a valuable tool for creating these initial shapes.

In conclusion, the set of described methods together provide the means to create
3D surface representations from 3D medical image data in a short amount of time,
even if the data is noisy. The final result is an accurate and high-quality mesh that
is well suited for further modelling and post-processing steps, such as visualisation,
mechanical analysis, and simulation.



Samenvatting

Dit proefschrift onderzoekt methoden voor medische visualisatie. Een gebruikelijke
aanpak om 3D medische beelddata, zoals CT of MRI, te visualiseren is de extrac-
tie van oppervlakken die de vorm van anatomische structuren en objecten beschrij-
ven. Dergelijke oppervlakken kunnen een arts helpen bij diagnose, planning, naviga-
tie, manipulatie, visualisatie en chirurgische simulatie. Voor deze toepassingen zijn
twee eisen belangrijk: nauwkeurigheid en kwaliteit. Nauwkeurigheid geeft aan hoe
goed een oppervlak een object beschrijft en kwaliteit geeft de compactheid en welge-
vormdheid van het oppervlak aan. Bijvoorbeeld, welgevormde driehoeken met een
hoge oppervlak–omtrek-ratio zijn belangrijk voor verdere verwerking zoals eindige-
elementensimulatie.

Twee methoden worden ontwikkeld die voldoen aan beide voorwaarden: de eer-
ste is een op iso-oppervlakken gebaseerde SurfaceNets-methode, de tweede is een
scale-space edge-detectie methode. De basis van beide methoden wordt gevormd
door het alternerend toepassen van oppervlak verbeter- en extractietechnieken. Op-
pervlakverbetering wordt gedaan door varianten van Laplacian smoothing en edge-
swapping. De oppervlakken die worden gemaakt door de SurfaceNets-methode zijn
van dezelfde nauwkeurigheid en superieur in driehoekskwaliteit vergeleken met het
MarchingC̃ubes iso-oppervlak extractie-algoritme. De scale-space edge-detectie me-
thode levert robuuste edge-detectie en lokalisatie in combinatie met een set van ge-
reedschap voor oppervlakverbetering waarmee de kwaliteit wordt verbeterd en geo-
metrische fouten worden voorkomen (bijvoorbeeld gaten en omgekeerde elementen
in het oppervlak). Voor beide oppervlakextractiemethoden wordt de robuustheid en
effectiviteit van de alternerende aanpak aangetoond.

Een andere methode in dit proefschift is een nieuwe interactieve segmentatieme-
thode. Normaal gesproken wordt handmatige segmentatie gedaan door een gewenste
vorm aan te geven in een stapel van 2D beelden. Onze nieuwe methode ondervangt
de problemen die voorkomen bij het verbinden van de contouren door direct in 3D
te werken. Door te starten met een sjabloonobject dat bestaat uit drie onderling ver-
bonden, orthogonale en planaire contouren, kan een gewenste vorm worden gemaakt
door de punten van elke contour te verplaatsen. De gebruiker kan contouren maken
in drie orthogonale richtingen door automatisch de snijpunten te laten verbinden van
de huidige vorm met een vlak. De verbonden contouren verminderen de hoeveelheid
saaie handmatige interactie en dit wordt nog verder gereduceerd door de toevoeging
van een edge-detectie methode. Aangetoond wordt dat de snelle handmatige interac-



130 Samenvatting

tieve segmentatiemethode effectieve terugkoppeling en controle geeft voor toepassing
van semi-automatische segmentatiemethoden.

Als laatste wordt een vormanalyse van twee carpalen gedaan. Active shape mo-
dellen worden geı̈nitialiseerd door een grote hoeveelheid voorbeeld datasets. Aan de
hand van deze data worden modi van variatie berekend die overeenkomende karak-
teristieken beschrijven van de voorbeeldvormen. Effectief worden vormen gepara-
metriseerd met een lineaire combinatie van elke modus van variatie. Gewoonlijk is
een expliciete landmark-correspondentie vereist tussen de vormen. In onze aanpak
wordt deze correspondentie automatisch bepaald. Op deze manier kunnen de voor-
beeld datasets op een willekeurige manier worden beschreven. De snelle interactieve
segmentatiemethode heeft bewezen een waardevolle applicatie te zijn bij het maken
van de voorbeeld datasets.

Concluderend geeft de verzameling van beschreven methoden de mogelijkheid
om een 3D oppervlak beschrijving te maken van 3D medische beelddata in een kor-
te tijd, zelfs als de data ruizig is. Het eindresultaat is een nauwkeurig oppervlak van
hoge kwaliteit, dat ook geschikt is voor verdere verwerking, bijvoorbeeld visualisatie,
mechanische analyse en simulatie.
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