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Abstract

This paper describes a new method for interactive segmentation that is based on cross-sectional design and
3D modelling. The method represents a 3D model by a set of connected contours that are planar and orthog-
onal. Planar contours overlayed on image data are easily manipulated and linked contours reduce the amount
of user interaction. This method solves the contour—to—contour correspondence problem and can capture ex-
trema of objects in a more flexible way than manual segmentation of a stack of 2D images. The resulting 3D
model is guaranteed to be free of geometric and topological errors. We show that manual segmentation using
connected orthogonal contours has great advantages over conventional manual segmentation. Furthermore, the
method provides effective feedback and control for creating an initial model for, and control and steering of,
(semi-)automatic segmentation methods.
© 2004 Elsevier Ltd. All rights reserved.

Keywords: Interactive medical image segmentation; 3D geometric modelling; Manual and assisted segmentation;
Connected contour model

1. Introduction

Segmentation and visualisation of anatomical structures is important for medical applications such
as diagnosis, biomechanical simulation and surgical planning. The data is obtained from medical
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Fig. 1. The classic problems of connecting adjacent contours: (a) contour—to-contour correspondence, (b) branching object,
and (c) increasingly smaller contours at object extremes.

imaging equipment, such as Magnetic Resonance Imaging (MRI), Computed Tomography (CT) or
ultrasound. A large number of methods is available to segment structures of interest from the data.
It is generally not possible, however, to extract a local structure of interest fully automatically. Lim-
iting factors are noise and field inhomogeneities. Additionally, the as low as reasonably achievable
principle minimises the radiation dose a patient incurs by X-ray imaging. By doing so, the images
may not always contain the required detail for automatic segmentation.

Fully manual and semi-automatic segmentation methods usually operate in 2D [1,2]. After a shape
is outlined by a set of contours in a stack of 2D images, a 3D shape is constructed by connecting
the contours [3,4]. A drawback of such methods is that it is tedious work to construct each contour.
In addition, it is not trivial to determine the contour—to—contour correspondence (see Figs. 1(a) and
(b)). Finally, it becomes increasingly difficult to draw contours towards the ends of the object, as
the object quickly disappears from slice-to-slice (see Fig. 1(c)).

Automatic and semi-automatic segmentation methods often must be initialised, for example, by a
geometric model. Manual segmentation methods effectively build such a model, but suffer from the
problems indicated. In the fields of cross-sectional design and 3D modelling, methods have been
developed to build and deform geometric models [5-8]. It is difficult, however, to guarantee that the
model is, and remains, free of geometric and topological errors during interaction.

In this paper we present a new method for interactively segmenting and constructing a 3D model.
This method can be used either to segment completely manually, or to create a model to initialise
and control more sophisticated (semi-)automatic segmentation methods. The method consists of ma-
nipulating a set of connected, planar and orthogonal contours in 3D space. Planar contours are
easily manipulated when overlayed on the image data. By using a connected contour data struc-
ture the slice-to-slice correspondence problem does not arise. Furthermore, because the contours are
connected, the result of manipulating one contour immediately updates the connected counterparts.
Thereby, the amount of interaction required to fit the model to an object is reduced. Additionally, it
is easy to capture the extrema of objects because contours can be placed in three orthogonal views
of the data.

2. Related work

Our interactive segmentation method combines techniques from very different fields: serial section
reconstruction [3,4,9-11] and edge detection [12] from medical image processing, cross-sectional
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design [6,13,14] and 3D modelling techniques [7,15] as used in geometric modelling for engineering
design. Other research on interactive segmentation can be found in [1,2,8]. Several software packages
are available for interactive surface extraction [16,17]. All these methods have certain restrictions that
make them less useful for our application. For example, all the methods that allow direct manipulation
of separate contours require a contour connecting algorithm to (re-)create a surface. The problems
related to contour connecting are explained in the previous Section. The 3D modelling approaches
allow free-form definition of a surface, where the shape is controlled by a set of parameters. However,
in these cases user-interaction is difficult because points need to be moved without constraints in a
3D environment. Furthermore, none of the methods has an explicit mechanism to prevent degenerate
shapes from being generated.

What sets our approach apart is that a user has full control over the placement of contour points
in such a way that geometric and topological errors are prevented. Contour connecting is not re-
quired. Also, the connective structure of the model is constructed incrementally during interaction,
and by doing so no singularities or topological errors can occur. Interaction with the 3D model is
performed by moving control points on 2D slices. The user gets direct feedback of the effect of her
actions.

3. Methods
3.1. Overview

The goal of our method is to extract 3D object shapes by specifying cross-sections in three
orthogonal directions. From these cross-sections the object surface model is constructed. The specific
application for this method is the segmentation of carpal bones (part of the wrist joint). Therefore,
the method assumes that the objects to be modelled have the following properties. The object shape
is manifold and topologically equivalent to a sphere, but the geometry may contain protrusions and
concavities. The object has no holes and does not self-intersect (genus zero).

An overview of the method is shown in Fig. 2. Starting with an initial template shape (an approx-
imation of a sphere, see Fig. 3(a)) the user can deform the model and add new contours to improve
the fit of the model to an object. If contours are planar then manipulation of the entire contour
overlayed on the image data is a simple task. By imposing the restrictions that contours are planar,
and that at intersections at most two contours are connected, it is possible to add new contours
automatically. As the user slices through a dataset the intersections of the model with each plane
are shown. At any slice position the user can create a new contour by automatically linking the set
of intersections in any of the three orthogonal planes. Next, the new contour can be deformed to
improve the fit to the underlying object. The linked contours minimise the amount of user interaction
that is required to move control points to desired locations.

3.2. Data structure

An object shape S is defined by a set of oriented contours (see Fig. 3(a)). Given a 3D space
spanned by an orthogonal basis (X, ¥,Z), each contour is planar and is oriented according to one of
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Fig. 2. Overview of the interactive segmentation process.

the base planes. Therefore, all points on a given contour share either the x, y, or z coordinate

S={C}.C},....Cx,}, ke{® ¥z}, YN =1 (1)
Each contour C! contains an ordered set P¥ of control points p; and an interpolation function /(P})
Cf =1(P)), (2)
Pf={p1, Pr.... P} M =4 (3)

The interpolation function / determines the location of points between control points. For fast eval-
uation, a straight line is used. For the generation of smooth curves we use Catmull-Rom splines
[18]. This spline has two features that make it suitable for our application: the spline passes through
the control points and it has C' continuity at the control points. The former makes it easy to exactly
place the spline at a user-indicated position. The latter ensures a smooth transition from one spline
segment to the next.

Splines are scan converted to the underlying voxel grid using a subdivision algorithm [19]. Each
evaluated spline point is given a unique ID that corresponds to the voxel in which it is located. An
evaluated spline point is always placed at the centre of the voxel and each voxel contains only one
spline point per contour. By doing so, we ensure that each contour is planar and that an intersection
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Fig. 3. The initial template model. (a) The initial template shape consists of three planar and orthogonal contours connected
at the white dots. Depending on the polarisation it is spherical or octahedral. (b) A control point is allowed to move only
along the intersection line of the two planes containing the contours.

is created in each voxel that belongs to two orthogonal contours. The latter is required because
two arbitrary splines passing through the same voxel do not always intersect. Furthermore, finding
the intersections of a shape with a plane reduces to traversing a list of voxels instead of finding
numerical solutions to the spline equation.

The subdivision algorithm proceeds as follows. On each interval of a spline the begin (¢=0), end
(t=1), and the midpoint (¢ =0.5) are evaluated. If the voxel containing the midpoint is empty, then
the two new intervals are again subdivided. This recursion is continued until all the voxels that the
spline passes through are found. The end result is a set of four-connected voxels that form the scan
converted planar contour.

By definition, at least one contour of each orientation is needed to build an initial 3D shape (Eq.
(1)). The control points are located at the intersection points of contours with different orientations.
At each point where contours intersect there must be a control point and at each control point
exactly two contours must intersect. Each contour must intersect at least one contour of the other
two orientations. Two intersecting contours always have an even number of intersections. Therefore,
a contour has at least four intersection points, and consequently, at least four control points (see
Fig. 3(a)).

For each control point the four neighbouring control points are stored in a structure. This local
connectivity information is used in Section 3.4 to automatically insert contours. For visualisation
purposes, a polygon mesh is generated from the linked contours by identifying all polygons enclosed
by contour segments. Each polygon is then triangulated using a standard algorithm [20].

3.3. Model shape manipulation

By moving control points the shape model can be adapted to fit a desired object. This manipulation
is made considerably easier by the planarity of the contours. Maintaining planarity of all contours
requires that the movement of a control point is restricted to the intersection line of the two planes
of its contours (see Fig. 3(b)). Therefore, the interaction with a control point is always a 1D task.
Note that if three contours were allowed to intersect, no degree of freedom would remain for the
resulting control point.
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Fig. 4. Constraint on moving a control point. The control points indicated by black dots cannot be moved past any other
control points on the line of movement. Self-intersections would result in an invalid model.

O
O
o

(00}

OOO OOO
Q0o 00 o o

(0]

Q o] o
N
(€Y (b) (©

Fig. 5. Three shapes are sliced by a plane, intersections are indicated by the grey dots: (a) a sphere, (b) a bowl shape
and (c) a shape with two protrusions. The connections between the intersections are derived from the existing topology.

Apart from the fact that planar contours are easier to manipulate, a manifold shape is easily
maintained under planar conditions. Self-intersection is efficiently prevented by requiring that a con-
trol point cannot change order with other control points on their common line of movement (see
Figs. 4 and 5).

3.4. Adding and removing contours

Adding contours increases the accuracy of the model because more boundary information is pro-
vided. Our method can create new contours by automatically connecting the intersections of the
shape with a user-indicated plane (see Fig. 6).

A new contour can be added only if two conditions are satisfied. First, the intersection plane for
the new contour may not contain any control points. Otherwise, the condition would be violated that
at most two contours can intersect in a control point. Second, the number of intersections of the
shape with the plane must be at least four, which is the minimum number of control points required
for a valid contour (see Section 3.2). Adding a contour to (for example) the initial sphere shape, as
shown in Fig. 5(a), is performed by connecting the intersection points in the indicated plane.

The ordering of the control points follows from the existing topology of the contour network (see
Fig. 7). In the first step the contour on which the intersection lies (contour a) is traced until a
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Fig. 6. Automatically creating a contour from intersection points. The three images on the top row show three orthogonal
planes before, the three on the bottom row after adding a contour. The intersection points (top left) are automatically
connected to form a new contour (bottom left) after the user has indicated a plane.

Fig. 7. Determining the ordering of the intersections (grey dots). The dashed line is the new contour to create. The steps
are explained in the text.

control point is reached. In the second step, a switch is made to the linked contour (contour b) and
this is traced until a control point is reached. Finally, in the third step, again a switch is made to
the linked contour (contour c¢) and it is traced until a new intersection is reached. By doing so, the
new intersection points are placed in the correct order and a new contour is formed. This algorithm
applies to the case where four control points form a closed-loop. Cases where a different number of
control points form a closed-loop are handled in a similar fashion.
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Fig. 8. (a) Creating an indentation followed by (b) creating a protrusion. Appropriate extra contours (grey dots) are
generated automatically as the control point (black dot) is moved through intersecting planes.

Fig. 5 shows a number of possible intersection cases. Using the ordering algorithm, a consistent
shape is always maintained. Certain shapes require several contours to be added, for example, in the
cases shown in Figs. 5(b) and (c) two contours are required (see Section 3.5). Generally, the inter-
sections with a plane form either a single contour (Fig. 5(a)), or (a combination of) non-intersecting
sets of concentric (Fig. 5(b)) or disjoint contours (Fig. 5(c)).

A contour can be removed under the conditions that at least one contour of the same orientation
remains in the model and that all remaining contours contain at least four control points. Removal
of a contour requires the removal of all its control points, and consequently, the removal of these
control points from all linked contours.

3.5. Concave shapes

Concave shapes are created either by moving control points deeper into or farther away from the
model (see Fig. 5). Consistency requires that contours in an intersecting plane link all intersection
points. By moving a control point through a plane that already contains a contour, new intersection
points are generated (Fig. 8). The new intersections are automatically linked to form the pattern as
shown in Fig. 5(b).

Similarly, Fig. 8(b) shows the creation of a protrusion. Again, if a control point is moved through
a plane that already contains a contour, extra intersections are formed. Linking the new intersections
creates a pattern similiar to the situation shown in Fig. 5(c).

Fig. 9 illustrates a special case of creating a protrusion. If the control point intersects the plane
“outside” an existing contour (Fig. 9(a)), then an illegal situation as shown in Fig. 9(b) can occur.
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Fig. 9. Moving a control point (black dot) through a plane already containing a control point. The plane is shown in
the top row and indicated by a dashed line in the bottom row. (a) When the control point is moved along the grey line
passed the dashed line, a situation arises as shown in (b). An illegal situation occurs because a single point is shared
between coplanar contours. The solution is to add the contour indicated by the arrow, as shown in (c).

In this case a control point would be part of two coplanar contours, and thereby it would violate
the constraints defined in Section 3.2. Fig. 9(c) shows that in order to solve this problem, the user
has to add a new contour as indicated by the arrow. By doing so, the control point can be moved
through the plane and the automatically generated points form distinct coplanar contours.

3.6. Interaction

The method was implemented using the Visualisation ToolKit [21] and Python [22]. Our imple-
mentation will be made available online ! in the near future. The application runs interactively on a
standard PC.

Fig. 10 shows a screenshot of our implementation. Colour is used to guide the user in navigation
and orientation in 3D. Each orthogonal plane is (optionally) given a colour. Here, we use blue,
red and yellow to distinguish each plane. Each line of a cross-hair is coloured according to its
corresponding plane. This makes it easy to determine which plane is orthogonal to which and
makes interaction more intuitive. For example, in the blue plane the cross-hair lines are yellow and
red. Contours are indicated by green lines and control points by coloured squares. The colour of
the control point corresponds to the colour of the line along which it is allowed to move. The
intersections with the shape in a plane without contours are indicated by purple circles. A common
mode of operation is to scroll through the data and to insert new contours in planes where the
intersection points do not line up with the underlying object.

Fig. 11 shows a number of consecutive steps of the segmentation process of a carpal bone. The
initial shape in Fig. 11(a) consists of 3 contours and the end result in Fig. 11(e) consists of 20
contours.

! At http://visualisation.tudelft.nl/~paul/fastseg, a movie of an example segmentation session is available.
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Fig. 10. Screenshot of the segmentation application. A CT dataset of a human wrist and several contours are shown.
The colour of the lines of the crosshair and the colour of each control point correspond to the colour of the intersecting
orthogonal planes.
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Fig. 13. Objects used for experiments. The top row shows the datasets, the bottom row shows the reference meshes: (a)
and (e) Sphere used during training period. (b) and (f) Ellipsoid. (c¢) and (g) Indented sphere. (d) and (h) Carpal bone.
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Fig. 11. Illustration of the segmentation process of a carpal bone. (a) Initial sphere. 3 contours, (b) 6 contours. (c) 9
contours. (d) 14 contours. (e) Final segmentation result, 20 contours.

Fig. 12. Segmentations of: (a) a sphere, (b) an indented sphere, (c) a carpal bone in an early stage and (d) the completed
carpal bone.
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This method is also well-suited to control semi-automatic segmentation methods. Any 2D or 3D
method that can calculate a new position for a control point can be applied. For example, we have
added to the application an adapted version of an edge-detection algorithm [23] that searches in the
direction of movement of a control point for the nearest maximum of the modulus of the gradient.
By doing so, the manual segmentation process can be sped up by moving control points using
edge-detection enhanced manual segmentation (EDEMS). The user invokes the edge detection in
the currently selected orthogonal view by pressing a key. All control points in this view are then
moved to the location of the maximum, with a user-selectable search range. The calculation of new
locations requires little computer time and the update is instantaneous. By doing so, the user can
immediately see the result of the edge detection on all the affected points and can manually correct
the positions. Using the method in this way speeds up the segmentation process and gives the user
effective feedback and control.

4. Results

To test the feasibility of the proposed method we performed an experiment where three subjects
are asked to segment a number of objects (see Fig. 12). Synthetic datasets of a sphere, an ellipsoid,
and a sphere with an indentation are created together with a reference mesh of each object (see
Fig. 13). The accuracy of a segmentation is defined by the average and maximum distance from
each point on a contour to the reference mesh. In addition to the synthetic objects, a CT dataset
containing a separately scanned carpal bone is used. For this object a reference mesh is created by a
multi-scale edge-detection method [23]. Of the three test subjects one had prior experience with our
application, the others used it for the first time. After a short introduction to the software using the
sphere dataset, the test subjects were asked to segment the three remaining datasets. The results are
shown in Table 1. It can be seen that after a short training period test subjects are able to segment
a carpal bone in under 10 min time with an average accuracy of 2.5 voxel lengths.

User actions during a segmentation session are logged. For example, we keep track of the distance
each control point is moved, when new contours are inserted, and the accuracy of the current model.
Fig. 14 illustrates the interaction of a user during a manual segmentation of the indented sphere
dataset. It can be seen that the distance that control points are moved decreases as the model

Table 1
Test subject segmentation results

User Ellipsoid Indented sphere Carpal bone
time [s] avg. max. time [s] avg. max. time [s] avg. max.
error [voxels] error [voxels] error [voxels]
A 271 0.92 3.1 430 0.96 3.6 533 2.50 6.1
B 284 0.96 2.5 731 0.84 3.7 576 2.65 6.6
C 320 0.88 3.6 591 0.92 4.8 364 2.60 6.8

Subject A has experience using the method, subjects B and C are novices.
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Fig. 14. Graphical representation of a segmentation session. The bars indicate the distance a control point is moved, the

dotted vertical lines indicate when a new contour is added, and the lines show the minimum, maximum and average
approximation errors. The segmented object is an indented sphere, similar to Fig. 12(b).

is refined. The time interval between contour insertions is initially short, but increases over time.
We observed that a user spends this time searching for an appropriate location to insert a new
contour. Both the maximum and the average approximation error decrease. The occasional increase
of the errors occur because an insertion of a contour adds several control points to the model and
consequently, more points are used to calculate the approximation error.

The manual segmentation process can be sped up by using EDEMS. During each segmentation
session the distance that each control point travels manually and automatically is logged. A compar-
ison was made by segmenting a carpal bone manually, and by using EDEMS. In both case contours
were added in approximately the same locations and the total number of added contours is 15. The
results of the manual and EDEMS processes are shown in Figs. 15 and 16, respectively. The manual
process takes twice the time of the EDEMS session. In Fig. 15 the distance that each control point
travels decreases over time, but after each new contour insertion a set of control points has to be
relocated. The EDEMS session in Fig. 16 shows that the amount of manual interaction decreases
during the session and is limited to a few corrections near the end. Three carpal bones are segmented
using the assisted segmentation. The distance travelled automatically by control points was between
59% and 64% of the total distance. The number of manual control point relocations decreases from
104 in the fully manual session to 26 in the EDEMS session.

The method was also applied to three other datasets. Fig. 17 shows the end result of manually
segmenting a MRI dataset of a tumor located between the eyes. Fig. 18 shows a screenshot of our
application after manually segmenting a MRI dataset of a brain tumor. During segmentation the
surface area and volume of the model can be calculated. In this case, the volume of the model
is 12.4 cm?. Finally, we applied the EDEMS method to a MRI dataset of a large myoma (uterine
fibroid). In Fig. 19 the segmented myoma and bladder are shown.
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Fig. 15. Manual segmentation of a carpal bone. A total of 104 separate manual control point relocations are performed,
the total distance travelled by the control points is 545 voxels, and 15 contours have been inserted.
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Fig. 16. The effect of adding edge detection on the amount of manual control point movement. The amount of interaction
decreases over time and is limited to a few corrections in the final stage. The vertical dashed lines indicate the total
amount of automatic point movement per invocation. A total of 26 separate manual control point relocations are performed,
the total manual distance travelled is 237 voxels, the total automatic distance is 477 voxels, and 15 contours have been
inserted.
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Fig. 18. Segmentation of a tumor located in the brain (MRI dataset). The volume of the model of the tumor is 12.4 cm®.

Fig. 17. Segmentation of a tumor located between the eyes Fig. 19. End result of segmenting a large myoma (blue)
(MRI dataset). and the bladder (green) in a CT dataset.
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5. Discussion
5.1. Segmentation strategy

Immediately after adding a new contour, the user should move all the new control points to
desired locations. By doing so, the user takes advantage of the better fit of the shape when adding
consecutive contours. Thus, the distance new control points have to move decreases steadily.

Also, the user should take advantage of working in 3D. Instead of trying to draw smaller contours
at the end of an object in one view, a larger contour could be added in another view to create a
better fit.

Applying our method to certain shapes requires planning. For example, the user should identify
local minima and maxima and try to place contours accordingly.

Another approach is to reuse the results from previous segmentations. Note that rotation of a
shape requires resampling of the data.

Other segmentation techniques could be added to move control points. For example, edge detection
and active shapes could be added easily.

6. Conclusions and further research

We have described a new interactive segmentation method. Its data structure consists of a linked set
of planar and orthogonal contours. Planar contours overlayed on image data are easily manipulated.
User-interaction is kept to a minimum by two features. First, linked contours enable the user to model
a 3D shape using 2D slices. Second, contours can be added by indicating a new intersecting plane
with the object. The resulting intersection points are automatically linked according to the already
present topology. The method can model objects with irregular geometry that are topologically
equivalent to a sphere. The end result of the method is always free of geometrical and topological
errors.

The use of colour-coding in our application assists a user to navigate and manipulate in a 3D
environment. Novice users were able to segment a carpal bone in less than 10 minutes with an
average accuracy less than 3 voxel lengths after a short training period of 20 min. The end results
of the test subjects are similiar.

Augmenting the method by edge detection speeds up the segmentation process. The manual inter-
action using edge detection enhanced manual segmentation is limited to initialisation and corrective
steering of the results of the edge detection.

Further research will focus on the following topics. First, adding template functionality, where the
result of previous segmentation sessions can be reused. This allows building a library of reference
objects which can be used for most segmentation tasks. Second, integration of other (semi-)automatic
segmentation methods to assist in relocating control points. Third, investigating the possibility of
removing the orthogonality restriction. And finally, adding the possibility to model other topologies
(objects with holes).

We have shown that manual segmentation using connected orthogonal contours has great advan-
tages over conventional manual segmentation. Furthermore, the method provides effective feedback
and control for steering semi-automatic segmentation methods.
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