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Abstract
Magnetic Resonance Imaging (MRI) enables volumetric and time-varying measurements of blood-flow data. Such data have
shown potential to improve diagnosis and risk assessment of various cardiovascular diseases. Hereby, a unique way of analysing
patient-specific haemodynamics becomes possible. However, these measurements are susceptible to artifacts, noise and a coarse
spatio-temporal resolution. Furthermore, typical flow visualization techniques rely on interpolation. For example, using path-
lines requires a high quality temporal resolution. While numerical simulations, based on mathematical flow models, address
some of these limitations, the involved modelling assumptions (e.g., regarding the inflow and mesh) do not provide patient-
specific data to the degree actual measurements would. To overcome this issue, data assimilation techniques can be applied
to use measured data in order to steer a physically-based simulation of the flow, combining the benefits of measured data
and simulation. Our work builds upon such an existing solution to increase the temporal resolution of the measured data, but
achieves significantly higher fidelity. We avoid the previous damping and interpolation bias towards one of the measurements,
by simulating bidrectionally (forwards and backwards through time) and using sources and sinks. Our method is evaluated and
compared to the, currently-used, conventional interpolation scheme and forward-only simulation using measured and analyti-
cal flow data. It reduces artifacts, noise, and interpolation error, while being closer to laminar flow, as is expected for flow in
vessels.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Applications—4D PC-MRI Blood-Flow
I.6.8 [Simulation and Modelling]: Types of Simulation—Combined G.1.1 [Mathematics of Computing]: Numerical Analysis—
Interpolation

1. Introduction

Cardiovascular diseases are worldwide the leading cause of death
[MBG∗15]. Hence, an understanding of these diseases can have
a considerable impact. Traditionally, cardiovascular disease diag-
nosis and risk assessment is based on measurements of morphol-
ogy observed with the aid of anatomical medical imaging. How-
ever, this ignores the blood flow itself, while it is known that
blood flow influences the morphology and vice versa [HBB∗10,
MFK∗12, MSW∗16]. For a full analysis of the cardiovascular sys-
tem, both knowledge of morphology and blood flow are essential.
Visual exploration of flow data aids the understanding of this data
[BMGS13, VPvP∗14, VPvP∗12, KGP∗13, LGP14].

Flow data can be obtained using physical simulations
[MNvTK∗16], yielding noise- and artifact-free flow data. Often
finite element methods (FEM) are used, which require a detailed
mesh of the patients vessel morphology, as well as in- and out-
flow conditions. These are often obtained from measurements in
patients. Nevertheless, simulations remain a model of the true flow,

and are based on assumptions of the actual flow. This makes the re-
sults useful, although often insufficiently patient specific [DN15].

Additionaly, the velocity of the blood-flow can be acquired by
using contemporary imaging modalities, such as Doppler ultra-
sound and Phase-Contrast Magnetic Resonance Imaging (PC-
MRI). Of these techniques, although being less cost effective, only
4D PC-MRI yields unsurpassed complete information of volumet-
ric velocity data over time. Acquisition of PC-MRI and its applica-
tions is described in detail by Markl et al. [MFK∗12].

Despite the richness of information, the measurements are prone
to noise and artifacts [MFK∗12, MSW∗16], as is the case for any
measurement of physical behaviour. Besides, so-called phase-wrap
artifacts, which are inherent to the way flow is measured and of-
ten corrected by tailored algorithms, motion artifacts occur espe-
cially in the vicinity of the moving cardiac and vessel walls. Also,
the spatial resolution remains limited, leading to partial volume ef-
fects. This causes poorly defined velocity vectors near the walls,
because boundary transitions occur at sub-voxel scale. One of the
most pressing issues for the analysis is, however, the coarse tem-
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poral resolution. This temporal undersampling of PC-MRI makes
it hard to identify the loss of fundamental flow or diagnostic in-
formation, such as the computation of the aortic pulse wave ve-
locity [DHH∗16], from the measured blood motion, especially for
high velocity flow, such as in the aorta.

In this paper, we present a novel method based on the work by
de Hoon et al. [dHvPJV14] for improving temporal resolution of
PC-MRI data for flow visualizations. The method is based on the
coupling of PC-MRI measurements and physics-based fluid simu-
lations. We strive to improve the temporal interpolation of de Hoon
et al. by taking both the previous and next measurement into ac-
count, opposed to only the previous measurement. Moreover, im-
portant flow features, such as vorticity, must remain present. To
accomplish this, we simulate the flow from the next measurement
backward in time. Furthermore, we counteract the damping effect
observed by de Hoon et al. by introducing sources and sinks. To val-
idate our method we use high-resolution measurements to compare
our method with de Hoon et al., the current conventional interpola-
tion scheme and measurements.

In summary, the main contributions of this paper are:

• a novel method based on the work by de Hoon et al. [dHvPJV14]
for improving temporal interpolation for flow visualization.
• a reduction of the damping effect observed by de Hoon et al. by

introducing sources and sinks.
• a validation of our method using high-resolution measurements,

comparing our method with de Hoon et al. and the current con-
ventional interpolation scheme.

2. Related work

Data assimilation is the process of combining observed (i.e., mea-
sured) data of a system with scientific information, typically a
mathematical model of the system, to obtain an estimate of the true
state of the system. That is, it attempts to use all available infor-
mation of a system to estimate its true state. Hence, it can be used
for interpolation and extrapolation of measured data. Multiple data
assimilation techniques exist and are being used in many fields,
such as meteorology [BEE∗15], geoscience [RHJ∗04], climatol-
ogy [SBF∗14].

In our case, we use 4D PC-MRI measurements and a physical
model of blood flow, since the latter provides a full 4D veloc-
ity field. We choose to use a physics-based fluid simulation from
the computer graphics field, because these are faster than common
computation fluid dynamics (CFD) based models, but which are
generally of higher accuracy. For visualization, we should aim at
having real time interpolation, although, this is not the main focus
of the paper at this point.

Data assimilation has been used in a similar context before
[HMM∗10,RMB∗14,DPV12,AABDZ14]. However, none of these
methods are applied to 4D PC-MRI measurements, and hence, do
not provide a 3D flow field over time while being minimal invasive
for the patient.

The method by de Hoon et al. [dHvPJV14] uses PC-MRI mea-
surements. It takes the physical behaviour into account by means
of a physics-based fluid simulation from the computer graphics

field, yet, only a single measurement is used for the assimilation,
resulting in a bias towards this measurement and generating dis-
continuous behaviour. This discontinuity will be further elaborated
on in Section 5. A similar approach was proposed by Rispoli et
al. [RNNC15], however, the method focusess on increasing the spa-
tial resolution and denoising the individual PC-MRI measurements.

3. Bidirectional coupling for interpolation

This section first covers the flow simulation required for modelling
blood flow. Then, the coupling of the measured data with the sim-
ulation is presented. This coupling is used to simulate blood flow
both forward and backwards through time. The results of both sim-
ulations are then merged to yield to an interpolation that considers
two time-step measurements rather than just using the initial one.
Finally, fluid sources and sinks are introduced, which are used to
reduce the undesired flow damping.

3.1. Blood-flow simulation

Blood is modelled as an incompressible inviscid fluid using the
Navier-Stokes equations, given by

∂u
∂t

=−u ·∇u− 1
ρ
∇p (1)

∇·u = 0, (2)

where ut(x) is the fluid velocity at position x and time step t, pt(x)
is the pressure and ρ is the density. In the remainder of this paper,
where possible, the position x and time step t will be obmitted.
The rate of change of fluid per unit volume is given by the velocity
divergence (∇·u), thus Equation (2) constrains the velocity field to
be divergence-free, i.e., incompressible.

Note that, Equation (1) does not contain the viscosity term
1
ρ
∇ · (µ(∇u+(∇u)T )). The main reason for doing so is that the

Navier-Stokes equation for incompressible, inviscid flow is time-
reversible [DOW08], which is an essential requirement for our bidi-
rectional coupling method. Indeed, since fluid viscosity is modelled
as a diffusion process, i.e., a time-dependent process causing the
momentum to change in space, time reversibility becomes an ill-
posed problem. Many possible previous states exist, given an initial
flow field. Although, it is common to neglect viscosity in computer
graphics when simulating water [Bri08]. We use such a computer
graphics simulation, described in the next paragraph, which inher-
ently has numerical dissipation, that could be regarded as a viscous
force on the flow. Viscous effects are small for high-speed blood
flow in big vessels for this reason and for simplicity viscosity was
also neglected in the work of de Hoon et al. [dHvPJV14]. How-
ever, close to the vessels walls viscosity is important. In order to
still allow certain viscous behaviour of blood, we use the so-called
’no-slip’ boundary condition. This Dirichlet-type boundary condi-
tion states, for viscous fluids, that the velocity of the fluid at a solid
boundary is equal to the boundary’s velocity, i.e., u = usolid . For
static boundaries, usolid = 0, thus u = 0 at solid boundaries. This
approach results thus in an approximate viscous flow, without the
need of modelling viscosity explicitly in the Navier-Stokes equa-
tion.

Similar to de Hoon et al., we discretise Equations (1) and (2)
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applying the Fluid Implicit Particle (FLIP) method – a hybrid,
Langrangian-Eulerian approach – using particles and an auxiliary
grid. Particles preserve small-scale flow features and ensure low
numerical dissipation, whereas the grid is used to modify the par-
ticle velocities due to the pressure term. For more details on the
FLIP method see Zhu et al. [ZB05]. To ensure that no empty grid
cells exist, i.e., no air cells where there should be fluid, we inject
additional particles in those cells. By the Courant-Frederichs-Lewy
(CFL) condition, which states that the time step should be such that
a particle can move at most one cell per iteration, empty cells can
only occur next to fluid cells. Thus, the velocity of these new parti-
cles is derived from the so-called extended velocity field, computed
using the sweeping method of Zhao [Zha05].

3.2. Backward simulation

Our technique requires the use of a flow model that is time re-
versible. That is, if un(x) is the solution at time step tn, given the
initial condition u0(x). Then time-reversibility means that it is pos-
sible to go from un(x) back to u0(x) after n steps. Given that Equa-
tion (1) is time reversible (see, e.g., Duponchee et al. [DOW08]),
we proceed as follows. The simulation is run until a certain time tn

is reached (forward simulation), after which the time is reversed.
Time reversal is simply obtained by switching the sign of the ve-
locity field, as is demonstrated by Duponchee et al. [DOW08]. The
simulation is then run again from −un(x) to −u0(x) for the same
number of time steps as before (backwards simulation), so that an
ideal solver would recover the sign-reversed initial condition. Note
that, after the backwards simulation one needs to reverse again the
sign of of the velocity field, such that it points in the original direc-
tion.

3.3. Coupling measurements with simulation

Now that we have a fluid simulation in place, we have to assimilate
the simulation with the measured data. Given a measured velocity
field un

m and simulated velocity field un
s at time tn, let un

d = un
s −un

m
be the velocity difference between the simulation and measure-
ment. Note that, if the measurement would be noise- and artifact-
free and the simulation would be a perfect model, un

d would be
0, since both describe the same flow. The concept of the coupling
introduced by de Hoon et al. [dHvPJV14] is to obtain a new simu-
lation velocity field un+1

new such that un+1
new ← un+1

s −un+1
d . The new

velocity field will represent the measurements better, while main-
taining the divergence-free properties of the simulation.

Since the measurements are of blood-flow, it is assumed that it
also obeys the same momentum equation, i.e.,

∂um

∂t
=−um ·∇um. (3)

Note that, the pressure terms are omitted, since they are unknown
for measurements. Furthermore, since um is measured and there-
fore is prone to noise and artifacts, it may not be divergence free.

Now subtracting Equation (3), representing the measurements,

from Equation (1), representing the simulation, one obtains

∂ud
∂t

=−us ·∇us +um ·∇um−
1
ρ
∇p (4)

∇·ud = 0.

This equation can be solved for un+1
d using the fluid simulation

method described in Section 3.1, yielding a divergence-free ve-
locity field. We can then use this velocity field through un+1

new ←
un+1

s −un+1
d , to obtain the new divergence-free simulation velocity

field.

3.3.1. Bidirectional simulation

Previous section described the coupling of the simulation with the
measurements, whenever measured data is available for that time
step. Therefore, the simulation is steered when a measurement is
available. In between the measurements, the simulation provides
intermediate velocity fields based on an initial measurement until
the next measurement and the simulation gets coupled again. Note
that, due the the coupling, the divergence free and no-slip boundary
condition applies the measured time points and the intermediate ve-
locity fields. However, when simulating only forward, the interpo-
lation will be biased, towards one measurement in time, and not to-
wards the two nearest measurements in time. This causes a discon-
tinuity in time, when a measurement becomes available. To over-
come this issue, we propose to also simulate backward in time, as
described in Section 3.2. Doing so, for every point in time two ve-
locity fields are obtained. Since both velocity fields are divergence-
free, a weighted sum will result in another divergence-free velocity
field. For best results, this weight should be related to the distance
in time to the last coupling of the simulation, forward and backward
respectively. The longer the simulation runs without coupling, the
more it is likely to deviate from the measured flow, hence the lower
the weight should be.

Figure 1: Using a smooth Bézier weighting (Equation (5)) for com-
bining divergence-free velocity fields, yields a new divergence-free
velocity field that is second-order continuous over time. The red
dots indicate the 5 control points (1,1, 1

2 ,0,0) for one of the fourth
order Bézier curves ensuring C1 continuity. The dashed lines indi-
cate linear weighting, which is non-differentiable at the measure-
ments.

A naive approach would be to use linear weighting, where a
weight of one is assigned when the simulation is coupled and a
weight of zero when another measurement is reached. However,
using linear weights makes the weighting non-differentiable at the
measurements, since the sign of the derivative is inverted. Hence,
the derivative of the resulting velocity field over time, namely the
acceleration, would not be continuous.
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We use a smooth one-dimensional, fourth order Bézier curve
with uniformly distributed control points, see Figure 1, which re-
sults in a C1 continious differentiable interpolation. After removal
of the terms that evaluate to zero, gives us

B(t) = 3 · t2 · (1− t)2 +4 · t3 · (1− t)+ t4, (5)

with t ∈ [0,1] is the normalized time between two consecutive mea-
surements, where t = 0 is the current measurement and t = 1 rep-
resents the next measurement. The resulting curves, 1− B(t) for
forward and B(t) for backward simulation, are shown in Figure 1.

These curves produce the weighting that result in the desired
second-order continuous transition over time of the velocity field,
opposed to using a linear weighting, while maintaining a total
weight of one. Hereby, the acceleration is enforced to be smooth
throughout the time domain. Another advantage is that the nearest
measurement has a higher weight compared to linear weighting.
It is to be noted that other strategies, such as B-spline or Hermite
splines, that result in a smooth weighting could also be studied.

3.3.2. Sources and sinks

Simulating fluid in a closed container makes that the PDE for pres-
sure has no solution, due to the so-called compatibility condition.
Simulating in such a container is thus more difficult and requires
assumptions about the fluid, which may induce compressibility. To
avoid using such limiting assumptions, de Hoon et al. [dHvPJV14]
removed particles within a certain distance to the grid boundary.
This ensures that a free surface always exists close to the grid
boundary, i.e., a surface separating fluid and air, as opposed to fluid
and solid. Therefore, the polygonal mesh should be constructed,
such that no fluid is desired to be simulated close to the grid bound-
aries, which limits the latter method [dHvPJV14] to some extent.
Furthermore, the amount of fluid simulated could be undesirably
large, resulting in a higher computation time. We provide more
flexible user-definable sources, where fluid enters the system, and
sinks, where fluid exits the system, such that the free surface is al-
ways available and the user can define where fluid should be simu-
lated. The placement of the sinks and sources depends on the region
of interest to ensure it is covered by the simulation.

Sources are grid cells that emit fluid continuously. The velocity
of the particles in these cells is obtained from the measurements
and using linear interpolation in time. Notice that, also higher res-
olution 2D measurements could be used for this purpose. Sinks are
cells for which all contained fluid particles are removed at every
time step. Both, sources and sinks, shown in Figure 2, ensure that
the fluid has a free surface, and thus, we do not simulate a fluid
in a closed container. Note that the CFL condition, which limits a
simulation time step to be such that a particle moves at most one
cell per step, ensures that no particles overshoots a sink nor can a
source be empty.

Fluid is initialized only in cells that are between a source and
a sink cell, i.e., a cell contains fluid if and only if both, a source
and a sink cell, are reachable without intersection of source, sink or
solid cells – see the valid region in Figure 2. The only assumption
is that the source and sink cells are always on a plane intersecting
the solid, such that no fluid can leak through.

Finding cells, that should contain fluid, is achieved by using a

sweeping algorithm. For every source and sink cell, a sweeping is
started. The sweeping stops in a direction, if the cell reached is
solid, source, sink or reachable by a cell with the same type, be-
ing either a source or a sink. In case a cell is reachable by another
type, the cell is marked as valid and the sweep continues. The al-
gorithm visits each cell at most three times, and can be performed
as a preprocessing step after the source and sink cells are defined.
Pseudo code for this sweeping algorithm is given in the additional
materials.

Similar to de Hoon et al. [dHvPJV14], we add particles in empty
cells that should contain fluid. If a measurement is available, the
measured velocity is applied. Otherwise, we use the Fast Sweeping
Method by Zhao [Zha05] to extend the fluid velocity field to these
empty cells.

Aortic arch
Sinks

Source

Ascending aorta Descending aorta

Sink

Figure 2: Using perpendicular disk-shaped sources (green) and
sinks (orange), the user can select a valid region (pink area) in
which to simulate. The lightblue disks indicate the used evalua-
tion planes perpendicular to the mesh. These disks are placed in the
ascending aorta, the aortic arch and the descending aorta.

4. Flow comparison

Due to the lack of a ground truth, validation and evaluation of the
results is a challenge. In this paper, we will compare our results
to a high temporal resolution PC-MRI acquisition. This data has
a temporal resolution of 23ms, giving 46 phases for a heart cycle,
while typically only 20 to 25 phases per cycle are acquired. We will
also compare our results to previous methods: linear interpolation
and de Hoon et al. [dHvPJV14] to analyse the differences.

For this purpose, we have to be able to compare two vector fields.
Therefore, we developed multiple visualizations that help to anal-
yse data sets both locally, as well as globally, in a qualitative and
quantitative manner. We have multiple metrics on vector data sets,
see Table 1 for an overview. Vector field u represents the given
velocity field. Furthermore, ns denotes the inward normal of the
solid mesh, required for the wall shear stress (WSS) computation.
Note that for an accurate calculation of WSS viscosity is relevant.
However, an estimation of WSS is often calculated using PC-MRI
measurements. An estimation of the viscosity is used as a constant
value µ.

All these metrics represent different aspects of the flow that are
of interest, either for blood-flow analysis (e.g. the WSS), or to show
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Metric Computation

Velocity magnitude ||u||

Curl magnitude ||∇×u||

Acceleration
∣∣∣∣∣∣ d

dt u
∣∣∣∣∣∣

WSS magnitude µ||∇u ·ns||

Table 1: Different metrics used for analysis of the vector field u.

relevant general aspects of the flow. The magnitude of the flow on a
plane is a representation of the amount of fluid that passes through
that plane. It will, therefore, be used to compare the difference in
flow, as well as in local speed. The curl of a vector field is the axis
of rotation (vorticity). The magnitude of such a vector gives the lo-
cal amount of vorticity. If there is curl at a point, the flow is not
symmetric for that point. Globally, the more curl a flow shows, the
more turbulent it is. Acceleration describes the change in velocity
over time. Visualizing the acceleration helps to get more insight
in the changes of the velocity field over time, which is important
for understanding how a volume of fluid moves through the aorta,
i.e., its advection. The wall shear stress (WSS) of a flow measures
the shear stress the fluid exerts on the vessel wall. It is of clinical
importance, since a high magnitude of WSS has been associated
with cardiovascular diseases. Another interesting metric is the di-
vergence of a vector field, which measures locally whether the vec-
tor field has sources or sinks apart from the input and output of the
system, i.e., flow is respectively created or removed from the field.
Note that for an incompressible fluid, like blood, the divergence
should be zero, i.e., divergence-free. Thus, the flow does not con-
tain sources nor sinks, excluding the ones defined by the user. In
the simulated data divergence-free is imposed, so divergence will
be zero everywhere. Yet, for the measured data it is known that this
is not the case and it will not be zero everywhere.

Different qualitative visualizations are implemented to visualize
the above metrics. One can select a disk intersecting the vessel wall
to locally inspect the metrics. Furthermore, an iso-surface can be
created to globally find regions that could be of interest, such as
regions with high WSS. For direction and magnitude comparison
of both velocity fields, one can visualize the pathlines and their
distance when seeded from the same positions.

5. Results

In this section, we validate our method by comparing it to measured
data, linear interpolation and the forward-only simulation method
by de Hoon et al. [dHvPJV14]. Due to the lack of a ground truth
for PC-MRI data, it is difficult to validate any interpolation method.
To circumvent this, we use both synthetic and measured data. Ex-
periments considering robustness to noise were performed by de
Hoon et al. Our method does not add any variation to their analy-
sis, therefore, robustness is omitted here.

5.1. Synthetic flow comparison

Due to the lack of analytical formulations for complex 3D flows, it
is difficult to generate realistic synthetic flow data for the validation

of measured flow. Yet, to test the interpolation, one can use syn-
thetic data to analyse certain characteristics. In this paper, we use
an irrotational vortex in a spherical mesh with increasing velocity
over time t ∈ [0,3] defined by velocity u = (u,v,w) for a position
x = (x,y,z), where x, y and z are in the range [−1,1]:

scaler = max(0.7−
√

x2 + y2 + z2,0)

scalet = t ·20+40

ut(x) = scaler · scalet ·
y√

x2 + y2
(6)

vt(x) = scaler · scalet ·
−x√

x2 + y2

wt(x) = 0,

where scaler scales the magnitude of the flow depending on the po-
sition within the spherical mesh and ensures that the velocity is 0
at the boundaries of the mesh, thus enforcing the no-slip condition;
scalet is used to increase the flow magnitude over time. At the grid
centre, the formula above is not valid, hence, we set the velocity to
0. Figure 3 shows three slices of the synthetic flow described above.
For this synthetic data, the exact flow is known for every given point

Figure 3: Three slices of the synthetic irrotational vortex flow in a
sphere, showing the three velocity components (u, v and w) given
by Equation (6).

in time, hence a ground truth exists. Given the lack of a complex
analytical flow description, in this special case, linear interpola-
tion would estimate the flow perfectly. However, the purpose of
this analysis is to compare the general behaviour of our algorithm
and de Hoon et al. [dHvPJV14]. Figure 4 shows the average mag-
nitude over time for the method by de Hoon et al. and our method.
The method by de Hoon et al. shows clear discontinuities in aver-
age magnitude values, with maxima just before being coupled to
new synthetic-data samples (measurements). On the contrary, our
method circumvents this issue and shows much smaller deviations
from the computed average magnitude. This example illustrates the
theoretical advantages of using the bidirectional method, but does
not show the characteristics of the method in real data.

5.2. Measured flow comparison

We also evaluated our method using reconstructed high temporal
resolution PC-MRI data with no additional processing applied. Fig-
ure 5 shows three slices of this data set. The data has a higher
temporal and spatial resolution compared to commonly used PC-
MRI measurements, as one velocity component was obtained per
acquisition, instead of all three components in a single acquisition.
Consequently, the acquisition time is significantly higher, making
it less suitable for clinical practice. 46 phases were measured cov-
ering a single heartbeat, while customary PC-MRI measurements
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Figure 4: Using a synthetic irrotational vortex flow in a sphere with
increasing magnitude over time, we compare the average magni-
tude of the flow for both our bidirectional method (black) and the
method by de Hoon et al. [dHvPJV14] (grey) to the average mag-
nitude cm/s computed from the data (red).

Figure 5: Three PC-MRI slices at peak systole showing the three
measured velocity components. Blue and red respectively represent
negative and positive values, while black indicates values near zero.

Figure 6: Every dot represents the average velocity inside the mesh
per measurement. The time is normalized over a total of 46 mea-
surements. The boxes represent the selection of measurements used
per evaluation and the index of the selected measurements. The red
dot represents the measurement that was left out, see text.

yield 20 to 25 phases per heart cycle. This high temporal resolu-
tion of 23ms is obtained on a Philips Ingenia MRI using the Turbo
Field Echo Phase Imaging (TFEPI) protocol. The average mea-
sured velocity throughout the volume per phase is given in Figure
6. The three separate acquisitions of the velocity components re-
sulted in three scalar volumes representing a single vector volume
of 256× 256× 22 voxels sized 1.5625× 1.5625× 2.5mm. Mea-
surements were performed with resporitatory gating, a velocity en-
coding (venc) of 2m/s, a repetition time (TR) of 5.807ms, an echo
time (TE) of 3.029ms and a flip angle of 10◦. A mesh was derived
from the temporal maximum intensity projection (tMIP), using the
vascular modelling toolkit software (vmtk) [APB∗08].

For a qualitative and quantitative analysis of our method, we
compare the result with the high-resolution measured data of a
healthy volunteer. This measured flow is directly compared with
linear interpolation (Lerp), forward simulation as proposed by de
Hoon [dHvPJV14] and our bidirectional approach. Removing a
measurement allows us to compare interpolated data with the left
out measurement, while still maintaining a resolution close to com-
mon PC-MRI scans. We analyse both locally and globally the dif-
ferences based on the metrics given in Table 1. Furthermore, we
compare the volumetric flow rate through three slices shown in Fig-
ure 2, situated in the ascending aorta, the aortic arc and the descend-
ing aorta. We found that the divergence of simulated flow field is 0,
and therefore, a comparison will not bring much relevant informa-
tion.

We focus on the systole, which is the period of high magnitude
flow in the aorta due to the contraction of the heart, and hence has a
high signal to noise ratio (SNR). In Figure 6 the systole is the first
1/3 of the cardiac cycle with a period of roughly 300ms.

Three subsets of the measured data were used, namely 0-1-2, 5-
6-7 and 8-9-10 where respectively, measurement 1, 6 and 9 were
left out for comparisons with the interpolation methods, see Figure
6. Other phases could be used, but these were selected since they
represent the behaviour of the methods when dealing with increas-
ing magnitude of the flow for different magnitudes. For decreasing
magnitude of flow velocity, the methods behave overall similarly.
However, when the damping of the forward simulation produces
a result comparable to the measured flow, our method may yield a
more deviating result, as shown in Figure 7. In this case, our method
slightly underestimates the velocity magnitude by taking measure-
ment 10 into account.

For subset 0-1-2 the SNR is relatively low, since the flow magni-
tude is low, especially in the aortic arch and descending aorta. This
results in more variation in the metrics, such as, the velocity and
acceleration in the descending aorta. The coupled flow reduces this
unexpected variation, however, since the flow velocity is increas-
ing over time, the forward-only simulation does not interpolate the
acceleration correctly due to the bias towards measurement 0. Fig-
ure 7 shows this bias is clearly present in the ascending aorta.

For subset 5-6-7, a clear laminar flow pattern is expected. The ve-
locity of the flow is parallel to the walls and the speed varies from
zero at the walls to a maximum at the centerline of the vessel. This
flow pattern is evident in the high-velocity measured flow, however,
the coupled flow enhances it, as shown in Figure 7. Furthermore,
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Figure 7: Box plots of the velocity in cm/s for the ascending aorta and the corresponding cross section for each method are shown. The
results for left-out measurements 1, 6 and 9 (left to right) are shown. The velocity magnitude is similar for all methods, except the method by
De Hoon et al. [dHvPJV14] when the velocity is increasing, as shown by left-out measurement 1. Furthermore, the coupled methods show
less variation and a more pronounced laminar flow pattern compared to the measured and linearly interpolation flow. In each image the color
coding encodes velocity magnitude in the range 0 to 200cm/s.

Figure 8: Box plots of the velocity in cm/s for the descending aorta
and the corresponding cross section for each method are shown.
The results for measurement 6 are shown. Both the measured and
linearly interpolated cross sections show a high velocity in one of
the lower left voxels, likely a consistent artifact. The coupled meth-
ods do not show a high velocity for this voxel. In each image the
color coding encodes velocity magnitude in the range 0 to 200cm/s.

consistent artifacts are corrected using the coupling, while they re-
main present in the linearly-interpolated result, as shown by Figure
8.

Overall, the coupling reduces the local curl significantly. This
local curl represents local vorticity per voxel, and most likely is
due to noise or artifacts. Especially in laminar flow, which has flow
parallel to the vessel wall, low or zero curl is expected. An example
of the reduction in curl by the coupling methods is shown in Figure
9. It shows the curl in the descending aorta for subset 5-6-7.

Our method still suffers from damping effects, although less,
compared to forward-only simulation, as shown in Figure 8. Also,
in some cases our method results in an overestimation of the ac-

Figure 9: Box plots of the curl in cm/s for the descending aorta
and the corresponding cross section for each method are shown.
The results for measurement 6 are shown. For this measurement
the flow is expected to be laminar, and thus, a low value or zero
local curl is expected. In each image the color coding encodes curl
magnitude in the range 0 to 15cm/s.

celeration, visible in Figure 10. However, it is clearly closer to the
measured flow than the method by De Hoon et al. [dHvPJV14].

Figure 11 shows the WSS for measurement 6. Naturally, by
using the no-slip boundary condition, the simulation reduces the
WSS. Furthermore, the estimated WSS of the measurements can
partially be elicited by motion artifacts and segmentation errors,
which are reduced by the coupled flow. Thus, the estimates for the
WSS, are lower, however, the higher WSS is present in the expected
regions, especially in the inner and outer arch.

Figure 12 shows the global flow for both linearly interpolated
flow and bidirectionally simulated flow in subset 0-1-2, in which
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Figure 10: Box plots of the acceleration in cm/s2 for the ascend-
ing aorta and the corresponding cross section for each method are
shown. The results for measurement 1 are shown. The bidirec-
tional method overestimates the acceleration, although it is closer
to the measured acceleration than the method by De Hoon et al.
[dHvPJV14]. In each image the color coding encodes acceleration
in the range -2000 to 2000cm/s2.

Figure 11: Iso-surfaces enclosing regions of high wall shear stress
for left out measurement 6. In the simulated flow less regions are
present, indicating a lower over WSS, amongst other causes, due to
the implementation of the no-slip boundary condition.

the SNR is low. Clearly, the measured flow is subject to noise and
artifacts, which are less apparent in the coupled flow.

The effect of the interpolation on visualizations through time can
also be seen in Figure 13. It shows the resulting pathlines for both
linearly interpolated and coupled flow fields using Runge-Kutta 4
after a few interpolation steps. The influence of noise and artifacts
is visibly reduced, furthermore, the flow has a more laminar pattern.

In Figure 14 the flow of a patient with an aortic dissection is

Figure 12: Flow comparison for left out measurement 1 in yellow
and the corresponding bidirectionally simulated flow in blue. Mea-
surement 1 has a low signal to noise ratio, this noise is less apparent
in the coupled flow.

Figure 13: Comparison of using linear interpolation (left) and
our technique (right) for pathline visualization. The pathlines are
seeded at the ring in the ascending aorta and were advected through
the flow over time. The pathlines were computed using Runge-
Kutta 4. Our technique provides a more laminar flow pattern and
the effect of noise and artifacts is visibly reduced.

shown. An aortic dissection occurs when a tear the inner layer of
the aorta wall causes blood to flow between these layers of the wall
of the aorta, resulting in a seperation of the layers. In this case,
both the flow and the anatomy deviate from the healthy case. A
vortex forms in the aortic arch, Figure 14 shows its presence in
both the measured and the coupled flow, demonstrating that our
method preserves important flow features. Each of the 25 phases of
aortic dissection data consists of a vector volume of 144×144×60
voxels sized 2.0×2.0×2.5mm. Acquisition was performed with a
velocity encoding (venc) of 2m/s, repetition time (TR) of 4.7ms,
echo time (TE) 2.7ms, and flip angle of 5◦.
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Figure 14: Important flow features, such as vortices, are maintained
by our technique. Here, abbarent flow in a patient with an aortic
dissection is shown. Yellow pathlines indicate the measured flow,
while blue represents the coupled flow.

6. Conclusions and Future work

PC-MRI acquisitions of 4D blood flow are prone to artifacts, while
fluid simulations are prone to uncertain model assumptions. Data
assimilation can benefit from both measurements and simulations,
and subsequently, it can improve the visual and analytical explo-
ration of haemodynamics. We applied the full measured 4D PC-
MRI blood-flow velocity data and the physical limitations as im-
posed by the simulation. The utilisation of the difference of the
measured and simulated data yields physically-based velocity fields
also between the measured data, improving the temporal resolution,
as shown by de Hoon et al. [dHvPJV14]. Moreover, combining
measurement and simulation, acquisition artifacts and noise are re-
duced, resulting in a more laminar flow pattern. By simulating flow
in a bidirectional manner, forward and backwards through time, the
previously-occurring interpolation bias is evaded. The addition of
sources and sinks, as well as the bidirectional simulation, reduces
the simulation damping over time.

We evaluated our method, using synthetic flow data and high
resolution measurements, to assess the interpolation quality, com-
paring for velocity magnitude, curl magnitude, acceleration and
WSS magnitude. The measurements, albeit having a high resolu-
tion, were not of high enough quality for a direct comparison since
they still clearly contained noise and artifacts. The flow was shown
to be more coherent and to have a more laminar pattern with less
outliers than linear interpolation. Furthermore, we have shown that

using the bidirectional simulation approach is beneficial for the
interpolation quality compared to forward-only simulation, which
was already shown to be robust to noise and artifacts [dHvPJV14].
We also illustrated improvement on the visualization due to the in-
terpolation. However, several issues still remain unsolved.

A more advanced data assimilation approach, taking the er-
ror of the measurement and the model into account, such as 4-
dimensional variational assimilation (4D-Var), could be elaborated
on in the future. Such an approach can, in theory, handle the physi-
cal limitations of the model, whilst taking the measurement and its
local quality into consideration. For such an approach, it is crucial
to estimate the local error of PC-MRI data.

Another future direction is to include a time-varying pulsatile
mesh based on anatomical measurements to improve both the vi-
sual analysis and the quality of the interpolation. This approach
would also reduce the uncertainty of the boundary mesh, at the cost
of additional data acquisition.

Eventually, the coupling could be applied in clinical practice for
treatment planning, e.g., the placement of a stent or valve. Due to
the use of a computer-graphics fluid simulation, the fast computa-
tion time would allow for a relatively fast inspection of multiple op-
tions to determine the influence of the procedure on the haemody-
namics. Currently, due to unoptimized code, the bidirectional sim-
ulation takes a few hours for the full hearth cycle on average con-
sumer hardware. Optimization of the code can potentially improve
the performance greatly. Ideally, the interpolation should be per-
formed on the fly. Yet, when higher compution times are permitted
the use of more conventional CFD simulations could be considered
and compared to.

Evaluation remains a difficult task due to the lack of ground
truth. Finding good strategies to evaluate the results of algorithms
for blood flow PC-MRI data as the ones presented in this paper re-
mains ongoing research. The use of more data sets, for example,
would allow for statistic analyses of the results.

In conclusion, we extended the approach by de Hoon et al
[dHvPJV14], reducing the damping and removing the interpola-
tion bias. Present research suggests, that the combination of 4D
PC-MRI velocity data with fluid simulation shows advantages for
the understanding of haemodynamics.
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